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ABSTRACT

The first essay in this dissertation applies longitudinal data from 1960 to 2014 to study the
impacts of the oil price shock in 1973 on mortatdye of the oil producer nations of the Middle
East and North Africa. The results show that the increasénev@nues due to the oil price shock
decreased mortality rates including infant mortality rate, under age 5 mortality rate, and adult male
and female mortality rates. In addition, we find a negative impact of the oil price shock on
economic growth whichanfirms the findings of the resource curse literature. Also, we find an
evidence that as an impact of the oil price shock the number of hosgitslirb oil producing
nations increased which could explain why a windfall in oil revenues decreased moatabty
The boom in oil price in 1973 had some impacts on the economy of Indonesia as well. Even though
Indonesia is not considered to be one ofomail producers, a significant increase in oil revenues
in 1973 enabled the Indonesian governments to inmesntral government projects that aimed
to improve regional equity in the country. The second essay applies the data from INPRES
program, an @mentary school construction project that took pladedonesigbetween 1973 and
1978, to study the impactd an exogenous variation in number of years of schooling on fluid
intelligence measured by Raven test scores. We combine INPRES datseviittbnesiarFamily
Life Survey (IFLS) which contains individuabgnitiveability tests. The results show that the
program had positive and significant impacts on years of schoolinfiusshdhtelligence. Also,
we find positive impacts of schooling on cogvatiabilities. Besides cognitive abilities that are
crucial to perform any task, naognitive abilities are gt as important for the humans to function
and be productive. In the third essa use exogenous variation in student aid eligibility in 1982
that took place in the United Statés studythe impact of schooling omoncognitiveskills.
Following Heckman(2006) we apply Rosenberg Sdffsteem Scores and the Rotter Locus of
Control Scale from NLSY78atasetds measurements of neognitive skills. Qir results suggest
that schooling has a positive impactrmn-cognitiveabilities such that it increases imal locus

of control and it improves sedsteem.
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CHAPTER 1
OIL AND MORTALITY

1.1 Introduction

An irony of our world is that the countridsatt are blessed with an easy income from natural
resources usually amot blessed with higlmewelfare. This fact raises the questiof how the
welfare level of the resource rich nations would have been ditf@réhey had never had those
resources. Wdd they enjoy higher levels of health and life expectancy, or wowd jirst be
similar to many other nations that never have bessource rich? In thishapterwe attempt to
shed light on the impacts of o#venues on mortality rate in major oil producations applying
an exogenous oil price shock in 19¥8e use londudinal data from 196 2014 and we apply
differencein-differences approach to investigate the main question of the research. Our findings
show that the oil price shock did not leadhigher GDP per capita, but it did lead to lower
mortality. A possilb# explanation is thalé oil price shock allowed for highgpending on publicly
funded health care. We find a positive impact of the adepincrease on the number of hospital
beds vhich suggests that higher oil revenues increased spending on paitlcamel that possibly

decreased mortality.

The story goes lok to the attempts of the SHabf Iran to increase the price of oil in the
197Gs. Iran was a major producer of oil in thaksg/s. Hence, it possessed a significant amount of
power in OPEC. Thelba hds at t eaws il pricds @oes backrte 1971 whica
successfully increased the oil price from $1.64 to $4.1 in a-ffeaes pepd. However, the real
shock came in 1973 whethe prices skyrocketed. In December 1973 the Shah forced OPEC
membes to increase the peoof crude oil more than three hundgeetcent. The global price of
crude oil which was $4.1 in December 1973 incrddaee$13.0 in January 1974. The documents,
including a partially declassified CIA report entitl&hah of Iran Curit in High Oil Prices show
that the Shah, was the key pmrghat can be blamed for the oil price shock of 18934. Despite
the fact thaithe OPEC members should agree on the @kpuolicies, the other OPEC members

! Mohammad Reza Shah Pahlavi, King of Iran from 1941 until 1979.
2The Organization of the Petroleum Exporting Countries (OPEC) is an organization of someihsajopliers that
acts like a cartel to control theofal price of oil.



wer e not happ yemptiorinkreasirg éoillpnice. Saidi Arabia, another roapil
producer and powerful member of OPEC tried to stop Iran from raisimgittess. The Shah, who
thought the oil reserins of Iran would be depleted before year 2000, tried to industriaéineas
fast as posslb to eradicate poverty. The Shah odn dreamed about bringing back the great
Persian civilizatio”, and needed mogeo fund his dream. The following quote byat@vini, G.

(2011) explains why the Shah was interested in increéisengrices:

i D u r pemod of high production, Shah hopessee Iran transformed
into an industrial power comparable with France or We&strmany.
Needs high prices and high productimates to see Iran make such great
strides during lifetime. Thereforéis insistence on hegprice hikes and
refusaltocutbackr oducti ono (p. 481).

Painter (2014) argues that in the late 1960s the Bwistied to withdraw their military forces
from the Persian Gulf in the south of Iran. Therefore, the United Stausg, with the Vietnam
war, turned to Iran to serve as the @&li@n of the Persian Gulf. The Shah of Iran eagerly accepted
to be the guardianf the Persian Gulf because he was tryingstablish the power of ancient
Persia once again. In 1972, the Nixamanistration agreed teell any weapons except nuclear
weapms to Iran. Between 1970 and 1978 Iran purchased over 20 billion dollars Wwaehmons
and other military equipment frorhte US. Painter maintains that

to increase its military speling and replace Great Britainasthg uar di an of the gu

Why it matters to study the impacts of a#venues on mortality? One reason is that the
impacts of oil revenues on mortality is neglected in the literatuderge literature studs the
impacts of income from natureg¢sources on economic growth which of course is important, but
the problem is tht economic growth solely is an imperfectprdor welfare. In a highly unequal
society that a small percentage tbé population contrel most of the wealth of the nation,
eonomic growth could be noticeably high. Unlike economic growth, mortality desildighly
informative about the impacts of ament such as an increase in oil revenues on thebewly of
the whole population. Oil reenues could bring large amounts ofdnte to a country. If this
income is invested on hospitals and other healthaalgactors, even in the short term, it candn

a significant impact on reducing child mortality. The public seoften plays a very iportant

3 He even published a boak 1978entitled Toward the Great Civilization
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role in health care. Perhapgher oil revenues for the public sector facilitate more spending on
health careAnother reason is that, it is intrinsicallgluable to understand the factors that save

human life and decreaseortality.

Prestofi (2007) might be the most influential styithat investigates the connection between
income and mortality. He argues, loes an improvement in health services suElamincrease
in quality and quantity of the hospitals and clinickigher level of wealtlhelps a society to afford
more nutritous and healthier food, leisure, education, etc. that might indirectly affetdltyo
rates. He finds an association betweamtional income per head and life expectancy for 1900s,
1930s, and 960s. Also, he has soméher important findings. First, inoee per capita has a non
linear, positive effect on life expectancy. The effétdrauates as countries become richer. Second,
the relationship has shifted wspwtao da ova@Etr i dn dns
income per head have had a majde&fon mortality trends in more developed as well as in less
developedcountr'ed ( p. 489) . He e xg $eadcousts far hOaa 20 percento me |
growth in life expectancy in theasld and factorsexogenus t o a count rcgmeds curr
account for 75 to 90 percent. He argues that association between natmrakiand life
expectancy is indirect andhfgher national income goes to public health, nutrition, education, et

then it can decreaseortality and improve life expectancy

There is no reason to expect a direct influence of national income per head
on mortality; it measures simply the rate aifty of new goods and
services into the household and business sedtsrsfluence is indect;

a higher income implies and féitates, though it does not necessarily
entail, larger real consumption of itenadfecting health, such as food,
housing, medal and public health services, education, leisure, health
related research and, on the netiee side, automobiles, cigarettesjraal

fats and physical inertia (p. 484.)

There has been debates on the relativeortance of the mentioned factors above.ilé/h
Preston (2007) and Deaton (2006) emphasize the roles of public hesmasures, Fogel (20)
puts more weight on the of impaastrising income on nutrition. In addition to Preston (2007),
Kitagawa and Phip (1973), Cutler et al. (2006), Cristia (ZQ0Mackenbach et al. (2008), Duggan

4 Preston pblished the first version of his paper in 1975
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(2008); Braveman et al. (2010),aMron (2013), Chettyteal. (2016) have found that a greater
wealth does lead to a lower mortality and higher life expectancy. Howeveaveryt study finds

a significant effect of inmme on mortality reduction. At least two studies including Stoln@8%)
and Demeny (1963)nd no significant relationship betwa income per capita and mortality.

The impacts of oil price shocks on diffet@spects of an economy have been widelyudised
in the literature (see e.g. Park and R&2008; JimeneRodriguez 2008; Farzanegannd
Markwardt 2009; lwayemi and Fowow@ 0 1 1 ; Ay d £2011;&chdltens and Yurtseyer
2012; Cunado and de Grac2014; Gao et al2014; Kang et al2014;Zhang and QW015; Tsai
2015; Cunado et ak015; Ju et al2016;Zhang and T2016; Nisair, 2016; Zha92016; Kim et
al., 2017; Cross and Nguyer2017; Lee et al.2017; Karnizova and Rez2018; Moshiri and
Moghaddam?2018; Nasir et al2018; loamidis and Ka2018; Oladosu et al2018; Lorusso and
Pieronj 2018; Tchatoka et a).2018; Herrera et a).2019; Lee and Le€019 Nusair and Olsgon
2019; Grigoli, et al.2019; Bergman2019). Howeve the mentioned studies are different from
our papebecause what they consider as oil price shocks is not a same csedyat we refer to
asthe 1973 oil price shock. The oil peishocks in the mentioned studies mostly refer to oil price
volatilities or oil price uncertainties. However, in our paperfa@uis on the oil price increase in
1973 as an exogenous variatioroihprice to study thémpacts of oil revenues on mortality oil
producing nations. In addition, the impacts of oil price changel @rice shocks on welfare and
economies of the oproducing nations has not received attention in the literature asdahine

studies focusn the economies of the large oil somers such as the United States and China.

Note that, as the resulb$ this paper confirms, the oil price shock in 1988 la negative and
significant impact on mortality rate (i.e. decreassattality) and at theame time led to a lower
rate of per apita economic growth. The reasons why oil revenues might negativelgt aff
economic growth has been discussed in the ResoGtose literature. The Resource Curse
literature mostly argues thaatural resource discokies decrease economic growth and meo
per capita (see e.g. Sachs and Warner, 1995; Velasco, 1997; Gyfaslon1999; Tornell and
Lane, 1999; Leite and Weidmn, 1999; Ross, 2001; Papyrakis and Gerlagh, 2007; Caselli and
Cunnirgham, 2009; Brollo etla 2010; Vicente, 2010; Van der Plge2p11; Sala Martin and
Subramanian, 2013). Resource curse studieseattgat due to reasons such as Dutch Disease,

corrupton, weakening the institutions, etc. income from natural resoursearhadverse impact



oneconomic growth. For example, Papysaind Gerlagh (2007) argue that abundance of natural
resources increasesorruption and decreases R&D expenditure, openngdspoling, and
investment. Also, they maintain that in more volatdereomies with poor finacial systems, high
corruption, lack drule of law, and political issues the mentioned problems could besaveee.
Also, other studies show natural resourcadfalls might decrease investment and openness and

have negative effég on schooling and esomic growth (Papyrakis and Gerlagl®0Z).

One explanation for resource curse relates to change in incemivéehavior of the
politicians. Caselli and Cunnihgm (2009) argue that income from natural resources can alter the
incentives of the leadersxd make them act in an opposite dir@etof wellbeing of their societies.
Also, Velasco (1997) and Tornelh@ Lane (1999) maintain that a windfall of naturaoarces
can have adverse effects on economies through political gexcasich as increasad rient
seeking. In addition, other slies of the resource curse literature emphasize an increase in
corruption and a decrease in the quality of the politiciarabse of natural resource abundance
(Brollo et al. 2010; Vicente 2010)

Another explanatiofor a negative impact of natural resoe discoveries on economic growth
i s ADut ch Di s e a sheexpohfinatural rasougcasaends tohnaréaseaege
rates and hence diminishes the competitiveness of industr@texgee e.g. Corde®82; Corden
and Neary,1984; Sachs akdarner, 1995; Gylfason et al., 1999; Van der Ploeg, 2011:iSala

Martin and Subramanian, 2013).

In this paper we find negjge impacts of the oil price shock of 1973 on GDP per capita as
well as on mortality. Alsowe find positive impacts of the oil ipe shock on hospital beds.
Therefore, it seems that spending on pufdialth has been increased after increase in prigie of
Because health sector is considered as a services sector Dagalddcan provide ornepdanation
for our results. Dutch Disese is hypothesized by Corden (1982) and Corden and Neary (1984).
Dutch Disease hypothesizes that an exogenous shock inicgl ipcreases the real exchange rate
which results in decline in prodtion of the agricultte and manufacturing sectors and iases

the production of the services sector.

In Dutch Disease hypothesige whole economy is divided to the sectors thadyee tradable
and nontradable outputs. The tradable sectors incluaering sector (oil) anthgging sector

(agriculture and manatturing). The nottradable sector only includes services sector. The

5



tradable sector is subject to global competition aedptice of the outputs of the tradable sector
(oil, manufacturing, anagriculture) are detarined abroad by the global supply atde€mand
functions. However, the price of the outputs of #ti@uable secir (services) is not subject to
global competition.

Corden and Neary (1984), differentiateesource movement effdcom a spending effect
Theresource movement effect occurs iocoadition that the supply of oil is not perfectly inelastic
and an incrase in global price of oil shifts up the demand fital and labor in the oil (booming)
sector. This will lead to largeeturn to capital andhiigher wages in the booming sector.an
condition that production factors are mobile this will cause afufipital and labor from services
and lagging sectsr(i.e. agriculture and manufacturing) to the booming sector (i.eilthector)).
The empbyment and output in the booming sectacrease, while employment and output in
lagging and services sectaiecline. Decline in output of the lagging sectorseferred to as
Adirecntducde ri ali zati on. oOtor dutpets ip deierm@l alowdad aAnch g gi n ¢
therefore remains unchged. Fall in the production of services causes excess demand and hence
arise in the price of services. Therefore, the poteontradable products relative to the price of

tradable products areases which leads &m increase in real exchange rate.

Usually the resource movement effect does not happen because the numdndeeos in the
booming sector is low comparing taettvhole economy. Nevertheless, the spending effect is likely

to occur.

The spending effecakes place because a raise in oilggitcreases profits and wages in the
oil sector which improves the aggrate demand in the whole economy. This does nattdffe
prices of manufacturing goods and oil since their prices aeerdimed abroad by thidobal supply
and demand functions, bprices of services increase. This again results in an increase in real
exchange rate. The increase in price of servicasrst®cause the rise in aggregate demand in the

whole economy transfeito the services sectas well.

If labor is mobile betweethe tradable and services sectors, an increase in the demand for
services will lead to an upward shift in the supply of mes. Also demand for labor and therefore

wages in the services sectocrease.



This will encourage wdters to move from the tratble sector (i.e. oil and manufacturing) to
the services sector and pushes the tradable sectors to increase their wagest, Hosyecannot
compete and their profits fall. The resulting dropemployment and outputsf boomingand

lagging sectorsisrefr r ed t o asndfiuisntdriiraelcitz addei on. 0 by Cor de

Combining the two effects, the Dutch Disease hypsith generates some important
predictions. One, there is an unambigsiadecrease in productioand emplognent in the
manufacturingsector. Second, because the resource movement effect and the spending effect pull
in opposite ways the overall effect on emphent and production of the services and oil sectors
is ambiguous. Neertheless, if the ogector emplgs a low ratio of workersf the whole economy,
then the spending effect dominates the resource movement effect. This leads to increase in output
and enployment of services sector. In practice it has been shown thapémelisg effect

dominate the resoure movement effectomesand Kalcheva, 2007; Hasanov, 2p13

The mechanisms and the literatures discussed previously in this section provide ggitee ins
about the plausible impacts of the oil price shock of 1973 amafitg, and economicrgwth of
theolil producer countries.dthe best of our knowledge a similar study has not been done before.
Therefore, this empirical study attempts to fill thigpgin the literature. For reasons that are
discussed in the Empiricédesign section of thegper, diffeencein-differences fixedeffect

models are applied to investigate the main question of the research.
The key findings of this research can be sumredras follow:

a. The oil price increase of 1973 decreased mortalitysiatduding infant moglity rate,
mortality under age 5, attdemale mortality rate, and adult male mortality rate in the oll
producing nations of the Middle East and North Africa.

b. Another impact of the oil price shock is that it decreased GDP peac@is result
confirmsthe findings of the resource cursédiature.

c. Yet another finding is the positive impact of the oil price shock on the number of hospital
beds. This finding sggests that the oil producing nations improved their investments in
health care after the wifall of oil revenue from the oil preeshock.

In the discussion section we argue that the results of this paper could be perfectly be explained

by Dutch Diseaseypothesis. Yet, another explanation why hospital beds and mortaéi/irave



improved despe the negate impact of the oil prie shock on economic growth relates to the
behavior and incentives of the politicians. Due to failure of the politicianseirepting resource
curse they might try to invest on visible projeatspeople that may impve their poplarity.
Investing in hedh care such as building hospitals are visible to citizens and therefore might help

the politicians to stay in power longer.

The rest of this paper is organized as follow. Section 2 outlinesntip@ical design of &
researchSection 3 explains the Dmtand treatment assignment. Section 4 provides the results and

section 5 presents the conclusion of the study.
1.2 Empirical Design

Since the price shock was managed by the Iranian kingi¢hease in oil prices coulae an
endogenous variable for thedra an economy. Neverthel ess, it os
1973 was an endogenous variable for the economy ef aothprodicer nations. The oil price
increased based on the decisida person outside theiogntry without them having a significta
impact on the process. Hence the oil price shock of-1974 is an exogenous variable for other
nations, if not forlran, and m this paper, we apply that to study the impacts of ogémaes on
mortality in oil producing nations. The CIA report sugtgethat perhaps Venezuela was a supporter
of Shahdés decision. For this r e atroimthepaped ot h e
Venezuela is not included in this paper. Hencegtieeno concern about pdsts endogeneity of

oil priceincrease n Venezuel abs economy.

In this paper differenean-differences (DID) approach has been applied to investigate the
impeacts of theoil price shock in 1973 on mortality rates. Also, we apgply same approach to
estimae the impact of the oil shock on ecomc growth and hospital beds. Differenice
differences (DID) approach estimates the impact of an event on an outadahéeMay ©omparing
the average change in the outcome variable fotré@ment unit and the awagre change for the
control group overtime. We apply this approach because it provides a nice framework to
investigate the impact of an event (an increagsl iprice) on an outcome variable (mortality, for
example). Card andrdeger (1994) might be theast famous study that used the diffezein-
differences approach. They investigated the impacts of an increase in minimum wages (an event)

on employment (anutcome vaable) at fast food industry in New Jersey and Pennsylvania



Before applying DID, we igide the countries in two groups. Oisethe treatment group and
the other is the control group. A treatment unit, which is a country in the treatmentigrooe,
of major oil producer nations. And the control countries atens that do not producd m the
same region (i.e. the MiddEast and North Africa) with the treated countries.

We apply the following model to estimate the average effectedfr&atmenon the outcome

variables:
O T T O0EL & "YI QODYI Qddé i o P (1)

where Yo ds the outcome variable in country ¢ and year £ §i$an indicator with takes
value one if t>Fwhere Tisthe event year (i.e. 1973).£ bizero for the years before the event.
"Yi ‘Qdsoan indicator that takes a value one if a country is treated (i.e. it is-prodiicing
country).”Y'Q ¢ €akes a value zero if a country is notared (i.e. it is not an epproducing country
and it is one of the countries in the control groug)s country fixed effect. sis year fixed effect

dummies for year t. This variable controls for the commomwlshexperienced across the region.

A key assumption of the differenae-differences model is the common trend assumption. In
fact, the identification in the differenge-differences models relies on the common trends
(parallel trends) assumption thaguires the dependent variable for tiheatment unit and the
control group have the same trends. If the two groups have the same trend, then the differences

should be due tthe treatment.

The common trend assumption is not easy to verify. However, orghoav that the outcome
variable in thecontrol and treatment groups are parallel before the treatment. Even if the
pretreatment trends are parallel, changing policies anditions after the treatment could affect
the results. In this paper, the outcorsiable which is Y eshould be parsédl for the treated
countries and control group before the treatment. During the post treatment period, based on the
mentioned assumipn, if there was not a treatment, the outcome variable should be parallel in the
treated and the cal units. To meethte mentioned assumption, we limit this research to the
Middle Eastern and North African countries. Some Saharan African countriesich as Nigeria
are among major oil producers, but experienced high death rates in 1980s and 189€s bkec
reasons untated to oil revenues. Thus, for thehe parallel trend assumption does not hold and

they are not included in the analysis. In addit Venezuela is one of top oil producing counties
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in Latin America, but again because the parallehd assumption wasot satisfied it is not
included in the paper. Including the industrial European countries such as Norway which is among
major oil pralucer nations violates the same assumption. The reason is that timing, pace, and level
of industrialiation among Europeacountries that would create a control group for Norway
significantly vary which makes it difficult to capture the impacts of oil nes on mortality in
Norway relative to its potential counterfactual. In other words, since the Euro@dions have

begun to industrialize not at the same time and same leveh equation 1 might get affected by
timing and pace of industrializatiorf the treated and control countries and fail to show an
unbiased impact of the oil price shock oartality.

1.3Data and Treatment Assignment

The source of oil productiorath s International Petroleum Encyclopedia. The source of GDP
per capita is MaddisoRroject Database (MPD). Also, the global oil prices are taken from The

World Bank Commodity Fce Data. The source of the rest of the data is the World Bank.

The oitproducing countries that are considered as treated countries in this paper include
Algeria, Bahrain, Iran, Iraq, Kuwait, Libya, Oman, Qatar, Saudi Arabia, Syria, Yemen, and United
Arab Emirates. Also, the control group which are some other countries in tliteMast and
North Africa (i.e. same region as the treated group) include Djiblmuéiel, Jordan, Lebanon,
Morocco, Tunisia, Turkey. Because of possibility of endogeneityebthshock for the Iranian

economy in some of the regressions Iran is exadud

Figure 1 and shows the global price of oil from 1960 to 2005. The oil pric& 8hd873 is
charted using a dashed red line. Until the 1970s the price of oil was low futede@s can be
seen in Figure 1 from 1960 to 1970 the price of oil actuddlyresed a few cents each year. The
oil price which was 1.63 U.S. dollars in 196@e0 a decade, decreased to 1.21 U.S. dollars in
1970. However, after the Shah's pressure erSéven Sistetsan oligopoly that dominated the

oil reserves and controllébeprice of oil for decades, the price started increasing in the 1970s. In

® Seven Sisters is a term for an oligopoly dstesl of seven transnational oil companies of the "Guinsn for

Iran". The seven sisters include: 1. Andflanian (started as AngiBersian Oil Company. NowrBish Petroleum).

2. Standard Oil Company of California (Now Chevron). 3. Gulf Oil (later gfathevron). 4. Royal Dutch Shell. 5.
Standard Oil Comany of New Jersey (Esso, later Exxon, now part of ExxonMobil). 6. Standard Oil Company of
New York (Socop, later Mobil, now part of ExxonMobil). Mexaco
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1970 theShah of Iran threatened the Seven Sisters that if they didn't consider the wish of the OPEC
members in production/price negotiations, the OPEC members would changelicgiand they

would decide about oil prices themselves. After this event the S3stans agreed to increase the
price of oil to adjust for inflation of both producer and cansucountries. Hence the global price

of oil increased from 1.21 U.S. dollars December 1970 to 1.64 U.S. dollars in January 1971.
Again, in July of 1971 the e of oil increased by 10 cents from 1.64 U.S. dollars to 1.74 U.S.
dollars.

Every 6 monthsfrom middle of 1971 until May 1973, the price of oil increased by 10 cents.
However, in July 1973 it increased by 35 cents from 2.35 to 2.7 U.S. dollars. dbédaif the
same year the price increased from 2.7 to 4.1 U.S. dollars.

However, comparingotprice shock of December 19Jdannuary 1974, the price increase of
October 973 & relatively moderate. In December 1973, the OPEC members had a meeting in
Isfaha n , I ran. Jamshid Amouzegar was Irands repr
Shat o use I randéds power in OPEC f orevambefoiethai f i ca
OPEC meeting was finished, the Shah of Iran announced that eihasdeen raised in the OPEC
meeting. The new global price of oil in January 1974 was $1350ddllars.

Note, that the price of oil increased again in 1979, but aftewyears it came down and for
over two decades stayed almost at the same levét thas in 1974. Again, Iran had a big role in
price increase of 1979. In February 1979 Is@aRevolution happened in Iran and Shah lost his
power. For a few years pritw 1979, Iran was one of the largest oil producers on Earth. However,
over the sameperiod, demonstrations against Shah were on rise. In 1978 and 1979 the workers of
oil industryin Iran joined the demonstrators and stopped going to work. Thereford, ithdustry
in Iran stopped functioning and oil production decreased significanilshwias followed by an

increase in oil price.
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Figure 1. The global oil price trend

Another important event that must be considered i themous @A Emb ar grgd . Th
began in October 1973 when Arab Nations decided to decrease their oil exports to nations they
believed to be supporters of Israel. Some of targeted countries inClaii@la, Japan, the
Netherlands, the United Kingdom, tbaited States, and Portugal.héh the oil embargo started
in October 1973, the price of oil was less than 3.0 U.S. dollars, but when it ended in March 1974
the price was 13.0 U.S. dollars. Becauseosihembargo and price shock of 197874 coincided
mary believed that oil embargo csed the price increase, but as discussed above in fact Shah of
Iran was behind the price increase. The western media constantly blamed the Shah for the price
increase 019731974.

After 1973 the oil income of the oil prading nations significantly imeased. Figure 2.A
shows daily oil revenue of the oil producing nations (i.e. the treated countries) in million U.S.
dollars. As the figure shows, the real increase limneome started in January 1974 and among
Middle Easten and North African countrie§audi Arabia and Iran earned the highest oil incomes
after the price increase. Figure 2.B represents daily oil income per capita of the treated countries
in U.S dollarsAs with daily oil income, daily oil income per headadtically increased after 1973.
Qatar, Kuwait, and United Arab Emirates that have smaller populations earned the highest levels
of oil revenue per head. The most striking feature of Figure 2.A and th&large increase in the

oil income of the treatecountries after 1973.
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Figure 2. A. Daily oil income of the treated countries in million U.S. dollarsB. Daily oil income per capita
in the treated countries in U.S dollars.
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Figure 3. Daily oil production of the treated countries million barrels

Figure 3 shows the gilroduction level of the treated countries in million barrels. Saudi Arabia
and Iran that significantly increased their production level in the early 1970s, kept inclieasing
until 1975. In 1975 they both decreased their producéeel$ to some extent Wit is much less
than their increase in production from 1970 until 1975. Usually, the rest of the countries have been

producing less oil than Saudi Arabia and Iran.

The simmary statistics of the main variables of the study are septed in Table 1 In eh
cell three numbers are provided. The first number on top is the mean of each variable over the
research period which is from 1960 to 2005. The second number in eashichklis provided in
parentheses is the standard deviatiod #hird number in thérackets represents the number of
years which the mean and standard deviation of each variable are calculated for. For example, the
mean of infant mortality for Algeria @vthe period of this research which is 55 years (from 1960
to 2014) had 76.552 per,A00 live births with a standard deviation of 50.828. Even though for
most of the variables the data is complete (i.e. the data is available for all 55 years of the study
for some of the variables we have some missing values.iSkia¢ reason why theumber of

observations for some variables is less than 55.
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We use four common measures of mortality rates: the infant mortality rate, the mortality rate
under age five, #h adult female mortality rate, and the adult male mortalitg.rahe reason for
using four measures of mortality is that the effects of oil revenues may differ differently across

age groups.

The infant mortality rate is the number of deaths of childnetileuage one per 1,000 live
births. The mortality rate for ued age five is deathd children under age five per 1,000 live
births. The World Bank defines the female (male) adult mortality rates as the probability that those
females (males) who have réadage 15 die before reaching age 60. The rates are per 1,000

females (males).

Figure 4 displays the mortality rates used in this paper. Summary statistics are provided in
Table 1 Figure 4 is very helpful in understanding the impacts of conflicts fleateaf mortality
rates in the Middle East and North Africa.eTmost devastating waff the region was an eight
year war between Iran and Irag from 1980 until 1988. The number of the Iranians killed in the war
was very high. According to the data from Werld Bank, over 500 thousand people died from
both sides comhbed, most of whom wengoung males. The numbers do not show a considerable
increase in mortality rate of females or children for any of the countries during the war. Another
war was the Irag W&rom March 2003 until December 2011. As can be seen frogrépd, this
war also ontributed to an increase in mortality rate of adult males. Yet, a third conflict in the
Middle East and North Africa began in 2011 which is famous as Arab Spring. In 2011
demonstrations began in Arab countries followed by changekemolitical system®&f some
countries. In countries such as Syria the Arab Spring followed by ongoing conflicts that

significantly increased mortality rates.

Note that as the table shows nadity rates were usually lowest in countries with small
populdions, and high GDP amail revenues per head. Another interesting point is that mortality
rates of the treated countries and the control countries are not too different. However, the average

of GDP per capita in the treated nations is much higher thawoftize control units.

15



Table 1. Summary statistics

Infant Mortality Adult Adult GDP per  Daily oil o] Population

mortality?  under age> mortality — mortality capit& income  prodwtion®  (millions)

femalé mal¢e per heall

Algeria 76.552 114.7 191.815 239.147 2731.918 0.656 848.543 23.950
(50.828) (90.357) (80.312) (82.567) (564.704) (0.525)  (218.606) (8.559)

[55] [55] [55] [55] [51] [39] [39] [55]

Bahrain 33.849 45.109 116.496 156.541 4237.641 2.724 74.147 0.540
(32.889) (48.897) (47.752)  (70.607) (613.277)  (2.197) (40.565) (0.353)

[55] [55] [55] [55] [51] [40] [40] [55]

Iran 50.584 68.686 210315 287.096 4307.478 1.149 3418.715 49.409
(933.024) (50.293) (97.752) (123.036) (1178.294) (0.706)  (1284.591)  (18.471)

[55] [55] [55] [55] [55] [40] [40] [55]

Irag 56.276 76.325 201.844 266.796 2857.168 1.787 1642.842 17.902
(27.857) (43.366) (80.380) (64.062) (1543.254) (1.681) (757.365) (8.003)

[55] [55] [55] [55] [51] [40] [40] [55]

Kuwait 30.516 39.865 98.092 144.827 15353.25 17.281 1726.967 1.629
(25.798) (37.229) (33.836) (41.556) (7460.969) (11.740) (649.161) (0.889)

[55] [55] [55] [55] [51] [37] [40] [52]

Libya 56.372 79 176.291 233.701 4343.924 6.240 1601.439 3.958
(42.293) (71.735) (75.897)  (75.734) (2156.769) (3.941)  (575.625) (1.618)

[55] [55] [55] [55] [49] [20] (38] [55]

Oman 66.119 94.334 185.221 242.024 5616.712 6.322 543.918 1.693
(63.769) (97.212) (93.044)  (95.162) (2548.245) (3.686) (256.252) (0.923)

[55] [55] [55] [55] [55] [38] [38] [55]

Qatar 20.841 25.543 91.439 124.339 19353.93  23.599 460.317 0.546
(13.347) (17.582) (33.399  (40.571) (11838.27) (17.242) (153.209) (0.566)

[55] [55] [55] [55] [51] [40] [40] [55]

Saudi 41.360 55.141 168.055 213.859 9063.92 10.675 7045.714 15.062
Arabia (29.280) (43.577) (82.075) (101.162) (2414.286) (8.152) (1836.274)  (8.433)

[43] [43] [55] [55] [51] [35] [35] [55]

Syria 44,949 60.5 168.436 212.238 5776.062 0.502 306.440 11.928
(31.214) (46.846) (77.840)  (51.255) (1530.089) (0.323) (191.489) (5.206)

[55] [55] [55] [55] [50] [37] [37] [55]

UAE 36.545 49.738 134.962 172.802 19053.39 21.450 1522.091 2.453
(38.057) (56.705) (58.0M) (72.505) (6015.65) (14.186)  (598.432) (2.672)

[55] [55] [55] [55] [51] [33] [33] [55]

Yemen 121.28 176.111 295.395 349.081 2178.319 391 269.452 12.648
(72.707) (110.899) (83.139)  (88.685) (692.059) (0.232) (122.244) (16.643)

[52] [52] [55] [55] [55] [19] [19] [55]

All 54.080 74.889 172.203 222.974 6648.051 7.845 1641.967 12.414
countries  (46.257) (71.470) (90.181)  (97.474) (6653.095) (11.329) (1983.831)  (16.441)
[975] [975] [1,020] [1,020] [999] [436] [439] [1,024]

Treated 53.273 74.308 169.863 220.204 7869.167 7.845 1641.967 11.856
countries  (48.723) (75.729) (90.383) (99.813) (7612.76) (11.329) (1983.81) (15.414)
[622] [622] [660] [660] [617] [436] [439] [675]

Control 55.501 75.914 176.493 228.052 4675.725 0 0 13.364
Countrie  (41.585) (63.362) (89.777)  (92954)  (3991258) (18.041)
s [353] [353] [360] [360] [382] [385]

Notes: The first number in each celtli® mean. The numbers in the parentheses represent standard deviations and
the ones in the brackets are sample counts.

Infant mortality (per 1,00 live births)

Mortality under age 5 (per 1,000 live births)

Adult mortality-female (per 1,000 female adults)

Adult mortality-male (per 1,000 male adults)

Real GDP per capita in 2011 US dollars

The average of oil income of the country per head per dagriminal US dollars

Oil production (1000 barrels per day)
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Figure 4. Mortality rates
A. Infant mortality (per 1,000 live births). B. Mortality under age 5 (per 1,000 live births). C. Adult mertal
male (per 1,00 male adults). D. Adult mortalitfemale (per 1,00€emale adults)

Table 2 reports the mean, standard dewmia and number of lwsevations for the treated
nations before 1973 and after 1973. The child mortality rate for both groups of the coustries ha
decreased over time. However, the important pesititat child mortality rate, including both infant
mortality and mortality undeage 5, before the event has been more in the treated countries
comparing to the control group, but it has been less thigeevent. The data in Table 2 does not
show an impreement in mortality rates of the adults after the treatrnemparing with thos o
the control countries. GDP per capita of the treated nations is more than that of the control group
before and after thevent, but the difference between the treated amitlat group has decreased
after the event. Note the nurmbén Table 2 show tharerage of the data for each variable over a
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period of time. This Table only provides some hints about the impact ofltekock, but the

impacts have been estimated andrap®rted in the next section.

Table 2. Summary statistics treated versis control group before and after the event

19601973 19742014
Treated Control Treated Control
Infant mortality raté 116.257 106.819 36.631 43.257
(52.895) (39.400) (30.652) (31.562)
[130] [68] [492] [285]
Mortality rate under ageP5 173.1 158.770 48.181 56.145
(84.126) (64.904) (46.058) (44.116)
[130] [68] [492] [285]
Adult mortdity rate, femalé 269.812 272.543 135.735 146.346
(84.426) (70.571) (62.887) (72.318)
[168] [86] [492] [274]
Adult mortality rate, male 312352 327.391 188.739 196.873
(81.908) (98.374) (84.808) (76.305)
[168] [86] [492] [274]
GDP percapit& 9606.389 2880.831 7219.159 5286.618
(11098.73) (1831.396) (5975.694) (4331.566)
[168] [97] [492] [285]
Daily oil income per hedd 2.261 0 9.257 0
(2.909) (12.202)
[88] [348]
Oil productior¥ 1456.367 0 1688.499 0
(1515.359) (2084.1)
[88] [351]
population (Millions) 5.721 8.293 13.964 15.096
(7.423) (10.898) (16.827) (19.619)
[168] [98] [489] [287]

Notes: The first numdr in ezh cell is the mean. The numbers in the parentheses represent standard deviations and
the onesn the brackets are sample counts.

Infant mortality (per 1,000 live births)

Mortality under age 5 (per 1,000 live births)

Adult mortality-female (per D00 femde adults)

Adult mortality-male (per 1,000 male adults)

Real GDP per capita in 2011 US dollars

The average of oil income of the country per head per day in nominal USsdollar

Oil production (1000 barrels per day)
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1.4 Empirical Results
1.4.1 Differenceln-Differences

Table 3 represents the results of differemedifferences model (i.e. equatid). Results for
all countries in the data set are reported in column (1golumn (4) Iran and Iraq are dropped
from the dataset for two reasons. Thstfirrasa goes backo the possibility of endogeneity of

the treatment respect to the Iranian ecop@nd the second reason is the dhag war from 1980
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to 1988 which increaskemortality rates in both countries. In column (7), Syria and Algeria as well
as Iran ad Iraq aredropped from the dataset. Besides the-lrag war, another reason for
droppirg those countries is that they had the least oil revenue per capita in 187Ag ath
producing nations in the sample. By dropping them, we can see the iohpaeoil price srock

on the nations that income from oil has a bigger contribution to theioetes. Note that even
though Iran was one of the largest oil producers iretitey 70s, but because it had a population

of over 30 million people, its oilevenueper capita \&s less than most of the otherpibducing
nations. In column (10), the dag&hss limited to 196€2010. In other words, years 2011 to 2014
are dropped. Tdtt is because of Arab Spring which affected Syria, Libya, and Yemen among the
treated ations of tle research and Tunisia among the countries of the control group. The two
columrs after columns (1), (4), (7), and (10) show the number of observations Snd&aRed
relevant to DID estimations. All of the regressions contain countryyaad fixed effects.The

eqguations are estimated with and without GDP per capita as a contrblezaria

As can be seen in the impacts of the 1973 oil price shock on all measurertality and
GDP per capita are negative and statistically significané resuts show biggr impacts when
GDP per capita is a control variable. The results in therfimgtand column (1) show that the
impact of the oil shock on infant mortalitgte is negative 17.21 which means infant mortality
decreased by 17.21 per 1d0@ infants every gar. In addition, in the same column the impact of
the oil price shock on mottey rate of children under age 5, is 25.23 fewer deaths per 1000 live
births. Also, the impact of the shock on adult female and adult male mortality ratés8&éand
16.07 (@r 1000 adults) respectively. Note that the absolute value of the impact lbmatiu
mortality is much larger than that of the adult female mortality.réason for this difference goes
back to the Irasiraq war where most of the wims wee adult mals. The impact of the oil price

shock on mortality rates of adult males is mlariger when Iran and Iraq are dropped.

Also, as mentioned before, the impatthe oil shock on log of GDP per capita is negative
and statistically and eocomically significart. This result confirms the findings of the resource

curse literature.
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Table 3. Difference-in-differences results

@ 2 3 O] )] ©) @ )] ©)] 10 ayn (a2 s
Dependent All N R2 All N R2 No Syria, N R2 Arab Spring & N R2 Control
variable countries countries Algeria, no Iranand variable:
except tan Iraq, Iran Iraq GDP PC
and fag
Infant mortality ~ -17.218" 975 0.884 -20.156" 876 0.886  -23.067 766  0.884 -23.697" 706 0.890
(2.823) (2.983) (3.208) (3.201)
Mortality under ~ -25.232" 975 0.869 -29.920" 876 0.871 -31.199” 766  0.870 -32.119 706 0.878
age 8 (4.631) (4.876) (5.175) (5.172)
Adult mortality -1.860" 1,20 0.864 -15.205" 910 0.922 -19.560" 800 0.938 -21.220" 744 0.939
malée (5.719) (4.373) (4.236) (4.244)
Adult mortality -16.075" 1,020 0.926 -10.087" 910 0.927 -4.808 800 0.924 -6.038" 744 0.923
femalé (3.890) (3.979) (4.328) (4.403)
Infant mortality ~ -25.987" 929 0.898 -29.467" 838 0.901 -36.977" 737  0.905 -36.207" 701 0.911 Y
(2.767) (2.893) (3.105) (3.055)
Mortality under ~ -40.065™ 929  0.887 -46.058" 838 0.891 -54.080" 737  0.895 -52.801" 701 0.9@ Y
age 3 (4.502) (4.716) (4.981) (4.901)
Adult mortality -13.193 974  0.882 -30.953" 872 0.947 -39.024" 771 0.952 -38.332" 739 0.952 Y
malée (5.502) (3.747) (3.923) (3.966)
Adult mortality -30.302" 974  0.945 -26.050" 872 0944  -24.717 771 0.941 -23.885™ 739 0.940 Y
female (3.487) (3.620) (4.053) (4.105)
Log GDP pé -0.349" 999 0.808 -0.3%4™ 897 0.826 -0.425" 796  0.827 -0.429" 760 0.825
(0.054) (0.055) (0.059) (0.060)

Notes: All regressions include country and regyesar fixed effects. The numbers in parentkespresent standard errors.

P20 T®

Infant mortality (per 1,000 live births)
Mortality under ge 5 (per 1,000 live births)

Adult mortality-male (per 1,000 maledults)

Adult mortality-female (per 1,000 female adults)
Logarithm of real GDP per capita in 2011 USlais

*: Significant at 10%; **: Significant at 5%; ***: Significant at 1%.
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1.4.2 Robuwstness Check

One concern is that because of the increase inq@irmiéin 1979 the parallel trend assumption
might not hold. Therefore, the analysis is repeated wdsgrvations for 19651978. The impacts
of the 1973 oil price shock on mality ratesthat are reported in Table 4 are, to a high extent,
similar to the results in Table 3 Even though the size of the dataset is smaller in Table 4 (only five

years) the cefficients are not to different from those of the complete dataset in T8ble

However in Table 4 the coefficient of Log of GDP per capita is noistieally significant.
Perhaps, the reason is that resource curse (the negative impacts of nature¢ nes@nues on
ecoromic growth) does not happen as fast as five yeansaftecreas in oil revenues. Note that
the reason that Israel has been geapin the second series of the estimation in Table 4 is that that
Israel has a more advanced economg@npared to the cotries in the treated group or the ones
of control groy. Droppinglsrael has a very marginal impact on the size of the coefficiatiteut

any impact on their signs.

Because the price of oil started to increase in 1970, 1970 ivégtite year that should be
consicered as the event year. Hence, the results reporfeabie 5 use the event year of 1970. As
can be observed, the resudre similar to the ones in Tablén3most cases, the impacts of the oil
shock on child and adult tality rates is negative and 8sdically significant. Again, the impact
of the oil stock on per capita GDP is negative and statistically signifi¢dmivever, the impact

on income is smadr when the event year is 1970 rather than 1973.
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Table 4. Robusiness check; differencen-differences estimations19601978

Dependent variable All countries N R2  All countries All N R2 Control
except Israel countries variable:
except Iran GDP PC
Infant mortality? -15.457" 291 0.957 -15.457" 286 0.955 -15.437" 283 0.957
(4.245) (3.108) (3.150)
Mortality under age's -23.696" 291 0.958 -23.696" 286 0.957 -23.637" 283 0.958
(4.849) (4.883) (4.950)
Adult mortality malé -0.564 344 0.961 -0.564 342  0.962 -3.840 325 0.966
(4.235) (4.178) (4.101)
Adult mortality femalé -6.520 344 0.973 -6.520 342 0.973 -6.541 325 0.972
(3.584) (3.550) (3.749)
Infant mortality? -16.546™ 290 0.959 -16.548" 285 0.957 -16.664" 282  0.959 Y
(3.024) (3.050) (3.095)
Mortality under age's -25.719" 290 0.962 -25.724" 285 0.960 -25.926" 282 0.962 Y
(4.687) (4.719) (4.789)
Adult mortality male -0.361 343 0.962 -0.322 341 0.963 -3.845 324 0.968 Y
(4.205) (4.141) (4.033)
Adult mortality femalé -6.198 343 0.974 -6.169 341 0974 -6.490 324 0.973 Y
(3.520) (3.479) (3.680)
Log GDP pé 0.062 360 0.957 0.086 341 0.956 0.0% 341 0.958
(0.054) (0.056) (0.053)

Notes: All regregons include country and regigrear fixed effects. The number in parenthesis represent standard errors.

Infant mortality (per 1000 livebirths)

Mortality under age 5 (per 1,000 live births)

Adult mortality-male (pe 1,000 male adults)

Adult mortality-female (per 1,000 female adults)

Logarithm of real GDP per capita in 2011 US dollars

*: Significant at 10%; **: Significant at 598**: Significant at 1%.
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Table 5. Robustness Check; differencén-differences estimatios. Event year1970

Dependent variable All countries N R2 All N R2 All N R2 Arab Spring N R2 Control
countries countries variable:
except except Iran GDP PC
Israel and Iraq
Infant mortality* -19.303" 975 0.884 -19.303" 934 0.883 -22.7907 876 0.887 -23.232" 808 0.892
(3.123) (3.137) (3.28) (2.261)
Mortality under -28.798" 975 0.869 -28.798" 934 0.869 -34.445" 876 0.872 -35.083" 808 0.878
age 3 (5.120) (5.147) (5.375) (5.372)
Adult mortality -2.050 1,02 0.864 1.243 990 0.86l -15.268" 910 0.922 -17.906" 846 0.934
malé (6.217) 0 (6.320) (4.760) (4.385)
Adult mortality -16.229™ 1,02 0.926 -13.404" 990 0.925 -10.286" 910 0.927 -11.095" 846 0.926
female (4.234) 0 (4.282) (4.328) (4.382)
Infant mortaliy? -26.373" 929 0.896 -27.674" 888 0.901 -30.116" 838 0.900 -29.309” 802 0.905 Y
(3.042) (2.973) (3.169) (3.121)
Mortality under -40.707" 929 0.886 -42.804" 888 0.892 -46.866" 838 0.889 -45.578" 802 0.895 Y
age 3 (4.945) (4.831) (5.161) (5.089)
Adult mortality -11.373 974 0.882 -8.054 944 0.881 -27.960" 872 0.946 -27.267" 840 0.946 Y
malé (5.911) (5.959) (4.060) (4.089)
Adult mortality -27.446" 974 0.943 -24.254" 944  0.945 -22.995" 872 0.943 -22.305" 840 0.943 Y
female (3.787 (3.728) (3.915) (3.946)
Log GDP pé -0.285" 999 0.805 -0.231" 944 0.792 -0.267" 897 0.822 -0.264™ 861 0.820
(0.059) (0.063) (0.060) (0.061)

Notes: All regressionsiclude country and regieyear fixed effects. The number in parentheepresent standherrors.

P2oTO

Infant mortality (per 1,000 live births)
Mortality under age 5 (pet,000 live births)
Adult mortality-female (per 1,000 female adults)
Adult mortality-male(per 1,000 male adults)
Logarithm of real GDP per capita in 2011 U&ldrs

*: Significant at 10%; **: Significant at 5%; ***: Significant at 1%.
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1.4.3 Impact on Hospital Beds

The findings of this paper to this point are highly puzzling. @sults show that the oil shock
in 1973 had a negative impact on GDP per cabité improved mortatly rates (i.e. decreased
mortality). In this section we tryotidentify the plausible channel through which the windfall
revenue from the oil decreasedntality®. Here we have estimated the impacts of the oil shock in
1973 on the nufver of tospital beds @ headln Appendix Athe number of hospital beds per
head in each country over the period of the resdaastbeen representéce. 19602014).

As the table shows, the effect of the oil price shock on the number ofdhdsak is positive
and economically and statistically significant. Assuming th@dns that the health sector has been
growing after the oil shock, then Dutch Disease hlypsis can provide us with a plausible channel
that the oil shock could have imped themortality ratedespite its negative impact on economic

growth.

One predidon of Dutch Disease is that if the oil sector employs a low ratio of workers of the
whole e&onomy (which in practice is the case in any economy), then the spending iegfect (
increase in agggate demand in the services sector because of the oil pack)slominates the
resource movement effect (i.e. movement of labor and capital from lagrecand manufacturing
sectors to the oil sector because of the oil price shwhigh leads to an inease in output and

employment in services sector (such aalthesector}.

6 Note that other factors such as improegnin water and sanitations might take place aftenihdfall revenues
take place. Matalsocould affect mortality.
7 see the introduction for more details
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Table 6. difference-in-differences estimations: impacts ofhe oil price shock on hospital beds

All N R2 All N R2 Arab N R2 Control
countries countries Spring variable: GDP
except PC
Iran and
Irag

0.828" 325 0.673 0.713" 287 0.662 0.740° 226 0.743

(0.260) (0.288) (0.312)

1.595™ 285 0.747 1.556" 255 0.739 1.565" 221 0.699 Y
(0.256) (0.284) (0.294)

Dependent variable: Number of Ipitsl bedsperperson. All regressions include country and regijear fixed
effects. The number in parenthesis represent standard ér®ignificant at 10%; **: Significantit 5%; ***;
Significant at 1%.

1.4.4 EventStudies

In this section we pradge the evenstudy estimations. Instead of the interactions of event and
post in equation 1 we have used interactions of event andybaeedummy variables. This
specificationallows the treatment effect to vary over time. The tHyeg dummy variabléhat
indicaies1971 to 1973 period (i.e. equals to one if year is 1972218 1973 and equals to zero
otherwise) has been omitted from the regression. The reason is thaficalemt in this
specification comes from comparing the outcome variabldgetomitted3-years period prior the
event. Also, the associated estimasiare provided in Table 7 As can be seen in the figure and
the table, the coefficients are not sigrafit prior to the oil shock in 1973. However, after a few
years the significantoefficiens gpear. As the results show the impacts of the oil shock on

mortality rates and economic growth are negative.
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Figure 5. Event studies
A. Infant mortality, B. Mortality under age 5, C. Adult mortality male Adult mortaity female, E. GDP per capit

Notes: All regressions include country and regyear fixed effects. the numbers on horizontal axes show
the associatedvent (see Tdk 7). The numbers on thertical axes show the size of the coefficient (i.e.
interactionof the event and-§ears dummy variables). Event is a dummy variable that equals to one if a
country is one of the treated countries and it is equatto if the ountry isa country in the control group
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Table 7. Event study estimations

Event Event Infant Mortality Adult male Adult female Log GDP pc
year mortality under age 5 mortality mortality
3 1962- 14.065 21.02 -4.735 -4.343 -0.168
1964 (7.566) (12.281) (12.209) (9.205) (0.153)
2 1965 8.942 13.075 -5.524 -6.478 -0.138
1967 (6.752) (10.960) (10.917) (8.231) (0.137)
1 1968- 3.665 5.386 0.784 0.265 0.007
1970 (6.694) (10.856) (10.820) (8.158) (0.137)
0 1971 -- -- -- -- --
1973
1 1974 -1.936 -1.661 -5.399 -7.001 -0.064
1976 (6.752 (10.382) (10.909) (8.225) (0.137)
5 197+ -7.566 -10.375 -7.111 -13.094 -0.053
1979 (6.322 (10.262) (10.916 (8.231) (0.137)
3 1980 -13.158" -19.656 -1.475 -17.669 -0.160
1982 (6.335) (10.283) (10.843) (8.176) (0.137)
4 1983 -20.586" -31.834" -10.446 -25.290" -0.328"
1985 (6.375) (10.347) (10.753) (8.108) (0.137)
5 1986 -24.958" -38.668™ -24.244 -32.864" -0.476™
1988 (6.415) (10.412) (10.811) (8.151) (0.137)
6 1989 -25.301" -38.678" -26.082" -33.621" -0.528™"
1991 (6.421) (10.422) (10.820) (8.158) (0.137)
7 1992 -25.029™ -38.025™ -29.231" -34.548™ -0.604™
1994 (6.426) (10.430) (10.827) (8.163) (0.137)
8 1995 -24.414" -37.004™ -32.825" -36.639" -0.642"
1997 (6.433) (10.442) (10.838) (8.172) (0.137)
9 1998 -23.373" -35.473 -32.055™ -37.075" -0.650™
2000 (6.438) (10.450) (10.845) (8.177) (0.137)
10 2001% -22.098™ -33.827" -27.860" -36.284" -0.665™
2003 (6.439) (10.451) (10.847) (8.178) (0.137)
11 2004 -20.837" -32.232" -20.946 -33.908" -0.675™
2006 (6.437) (10.449) (10.849 (8.176) (0.13%
12 2007 -19.879" -31.029™ -11.914 -30.315" -0.729™
2009 (6.549 (10.630) (10.061) (8.340) (0.137)
13 2010 -21.545" -34.409 -14.47 -24.730° -0.735"
2012 (9.018) (10.638) (10.996) (12.061) (0.200)

All regressions include country and ragieear fixed effects. The numbier parenthesis represent standard errors.
The interaction of event and the dummy variable that indicate years 1971 to 1973 is.dnfiligificant at 10%;
**: Significant at 5%; ***: Significant at 1%.

1.4.5 Obtaining Stationary Residuals

Table 8 preents unit root tests results. The reason behind providing this table is that the
sample in this paper includes fiffive time perials and if the residuals of the regressions are not
stationary then the findings might noé lzonsistent. So, wao Fisheitype unitroot test on the
residuals of the differenda-differences regressions from the estimates of equation 1. fygieer

unit-root test is based on Augmented Dickayller test méiodology. References?

27



Thenullhypote si s herlgpanelscot hAan @At rootso and the
is NAAt | east one panel i's stati omatonsthenuAhs can
hypothesis is rejected at 1% sigcdince level. In other words, we dotisee any evidencedhthe
resdualscontain unit roots. Therefore, the findings of the differeimedifferences regressions

should be consistent

Table 8. Fisher-type unit-root test based orAugmented DickeyFuller test

Dependent variable All countries Arab Spring & Nolran, No Iraq
Infant mortality 232.884" 160.399"

Mortality under age 5 245.853" 191.537"

Adult mortality male 85.014" 115.488"

Adult mortality female 127.839" 129.473"

Log GDP pc 99.490" 83.168"

Notes: The HO athHa hypotheses of Augmentedckeéy-Fuller tests are as follow:
Ho: All panels contain unit roots

Ha: At least one panel is stationary

***: reject the null hypotlesis at 1% significance lelve

**: reject the null hypothesis at 5% sigriéince level

*: reject the null hypothesis at W significance level

1.5Conclusion

The focus of this research is on the impacts of the oil price shock of December 1973, on
mortalty rate of the oil producemnations. We have argued in the paper that the oil price shock in
1973 is an exogenous variablenit for the Iranian economy, buirfthe rest of the world. We use
longitudinal data from 1960 to 2014 and we apply differanedifferences (DID) methodolry

to investigate our research questions. Our data covers the Mhdsi@nd North Africa region.
Key findings of this research chie summarized as follow:

The oil price increase of 1973 reduced mortality rates in the oduging nations of the
Middle East and North Africa. The findings hold for all measures of mtytahfant mortality
rate, motality rate under age 5, and adulale and female mortality rates. In addition, the results

show a negative impact of the olige shock of 1973 on per degGDP.

These findings are puzzling. Therefore, we have tridthtbthe plausible channelritugh
which the oil price shock it973 has improved the health sector. We estimated the impact of the
oil price shock on numberf dospital beds and we found positive and statistically and

economically significant impact dhe number of hospital beds.
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The results can be explained bytEhu Disease hypothesis. According to the predictions of
Dutch Disease hypothesis if the oil sgchires a relatively low grcentage of the population a
boom in oil prices weakens the manutaig and agriculture sectoasd strengthens the services
secta. Since services sector includes health sector and we have found negative impacts of the oll
price shock on GDP per capitidis could imply that the effect of the shock on manufacturing and

agriculture has beennegafiye Dut ch Di s e as applgto thefiedihgs ofour siudy. mi g h t

The findings indicate that the impact of oil price shiock973 on mortality ratesithe Middle
East and North Africa is negative, but more researcteésled to investigate the samesearch
guestion applying to other contexts. Also, we do not know wetifidence whether the findings

of this research apply the other oil producing hans.

8 GDP includes data from all sectangludingoil, manufacturing, agriculture, and servicesdécline in GDP is not
necessarily because of declimgproduction of agriculture and manufacturing.
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CHAPTER 2
SCHOOLING AND FLUID INTELLIGENCE

2.1 Introduction

Fluid intelligence, which refers to the ability of a person to solve novel problems independent
of previously acquired knowledges a highy crucial factor in learningnd has a big impact on
educational and professional success. Howeves, impacts of drmal education on fluid
intelligence has been neglected in the literature. Inctépter we apply an exogenous variation
in yeas of sclooling to explore the impagtof education on fluid intelligence. From 1971 to the
end of 1973, thelgbal price of crude oil increased over 400%. Such an increase in oil price
improved the revenue of thedanesian government from oil productidmdonesa invested most
of the newmcome on <centr al government 6s cohstrucH
l nstructionso (I NPRES), which aimed to i mpr o
INPRES progam, known as Sekolah Dasar INPRES, atsoains le largest school construmti
project in history. The government built over 60 thousand elemerdiaopls all over the country
from 1973 to 1978. Duflo (2001) studies the impacts of the program on yesdsicdtion. We
have received INPRES ddtam Duflo and combined it with thendonesian Family Life Survey
(IFLS), which contains individual cognitivability tests. This dataset represents 83% of the
population of 13 out of 26 Indonesian provinces. Thaults show positive and statistically
significant impacts of years of schoaly on the fluid intelligence of both females and males.
Studies on the tern to education generally find positive impacts of the years of schooling on
wages. Also, the hypotheglsat years of schooling improves crystad intelligence is generally
acceted. Nevertheless, the impacts of education on fluid intelligence todeady identified in
the literature. First, the number of studies that focus on the impacts of eduocatifiuid
intelligence is limited. Secul, the &isting studies find mixedasults. In the following paragraphs,
| explain what fluid intelligence nams and why it is important to understand the impacts of
education on fluid intelligence.

Raymond Cattell(1971) identifies fluid intelligence ancrystalized intelligence as two

factors of general intelligence. Jaeggi et al. (2008) defines fludmtelhn c e ( Gf ) as fAt h.
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reason and to solve new problems independently of previously acquired &ngveed . FIl ui d
intelligence (Gf), which isiecessaryor all sorts of logical psblemsolving tasks, includes both

inductive and deductive reasoning. i&the capability of a person in understanding patterns and
relationships and using logic and abstracsoe@ng to analyze and solve novel probge Fluid

intelligence is a highly crcial factor in learning and has a big impact on educational and
professbnal success (See Neisser et al. 1996; Deary, 2007; Rohde and Thompson, 2007; and te

Nijenhuis et al., 20D among others)

Crystallized intelligene, howeer, is the ability to applgxperience, knowledge, and skills in
solving new problems, and it relies the information in the lonterm memory. Crystallized
intelligence (Gc) indicates the |Heng acquidion of knowledge through education, tarage,
ard culture, and the abilityfdhinking and reasoning using words and numbers. Therefore, Gc
interactswith fluid intelligence as well. Belsky, J.(1990) believes that, because crystallized
intelligence relieon knowledge and information, it mayasgtdecrasing at an age where théera

of forgetting exceeds the ability to acquire the new knowledge.

Fluid intelligence and crystallized intelligence rely on the function of the two separate sections
of the brain Gc is a function of the sections okthrain hat are critical for longerm memories
such as th@ippocampusbut Gf relies on the functions of those parts of the brain thatalyed
with short memories and attém suchas theanterior cingulate corteanddorslateral prefrontal
cortex(Geary, 2005).AppendixB represents some graphics that show wherdifippocampus

anterior cingulate cortexanddorsolateral prefrontal cax are located in the brain.

In the literature,the correlation between fldiintelligence and crystallized intelligence is
emphasized because peopléth higher levels of fluid intelligence typically acquire more
crystallized intelligence (Balte4993; Cunha and Heckman, 2007; Dahmann, 2017).

Among he various measures designedb assess fluid intelligen
Matrices (RPM), introdced by Raven (1936), is the most common and widely used. Each question
in RPM is a multiplechoice question. The test taker sees a window thatiatas athree by three
(or two by two in abbreviated versions) set of drawings, and the last one of theopyeed (i.e.
supposed to be nine drawings, but since one of them is dropped the test takereggimn)sdéne

test taker then has to pick the i@t droped drawing among anotheght (or six in abbreviated
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versions) offered choices. Finding the cormaswer requires abstract reasoning and identifying

one or more underlying relevant features.

Whether Gf can be improved or not has been a topdebaé. At least two studies sugst
that training can improve fluid intelligence. In a study by Klingbetrgl. (2002) conducted over
a period of five weeks, children with ADHD were trained 20 minuggdpy and four to six days
per week via fluid easoningcomputerbased training pragms. The children showed an
improvement in their working memories anccewed higher marks in the Raven test scores
compared to the control group. In addition, Klingbet@l. (2002) finds a positive impact from a

training pogram on the fluid intelligece of adults, which was assessed by Raven test scores.

Multiple studies have investigated the effects of schooling on cognitive skills (see e.g. Cahan
and Cohen, 198%eci, 1991; Herrnstein and Murray, 1994; Stetzil., B95; Neal and Johnson,
1996;Winship and Korenman, 1997; Jacob, 2002; Hansen, Heckman, and MuldnCcio
and Lewis, 2006; Cliffordson and Gustafsson, 2007; Carlsson et al., 2015; Dahmann, 2017
Checchi and Paola, 2018; Castro and Rolle20h8; Betenbeck et al., 2019; Jagathan et al.,
2019). Nevertheless, even though it is accepted intdratlire that years of schooling improves
crystallized intelligence, but the findings on fluidahigence do not show similar results. The
findings of tle studies about the impaafeducation on fluid intelligence are much more mixed
than those of cryallized intelligence. While most of the empirical studies, such as Carlsson et al.
(2015) and Cffordson and Gustafsson (2007), find that lengftleducéion has a positive and
signficant impact on crystallized intelligence, they identify no significanpact on fluid
intelligence. Even Cliffordson and Gustafsson (2007), who do not find any sagifmpact of
schooling on fluid intelligencesuggest anegative impact of age otuid intelligence. However,
other researchers such as Cahan and Coh88)afd Stelzl et al. (1995) maintain that schooling

may influence fluid intelligence.

Note thateven though the literature about the potenitiapacts & schooling on fluid
intelligence is mixed, both fluid and crystallized intelligence improved y#ar ygar during the
20th century, a phenomenon known as the Flynn Effect. Several explanatibresssahooling

and test familiarity, generally one stimdating environment, nutritio, and a higher control on
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infectious diseases are proposed as explarsafar the Flynn Effeét One explanation provided
by Blair et al. (2005) suggests a neurodeveleptal schooling hypothesis for the Flynn Effect.
Based orthis hypothesis, an incremsn access to school and in cognitively demanding math

courses explainthe Flynn Effect.

Perhaps the research most similar to our study is Dahmann (2017) thattsieidiegacts of
a high school reform at the std®el in Germany between 2001 andd20 The reform shortened
the number of total years of schooling from &3l years but did not make any other change to
the education programs. The results show thadéieéne in years of schooling led to signifidgnt
lower Raven test scores, but Dahma2017) argues that this effect could be due to the variation
in biologcal age not the reform. Hence her findings on the impacts of length of education on fluid
intelligence should be taken with precaution. It is ttvamoting that she does not find any
significant impact of the reform on the crystallized skills of the studen Dah mannés (20
is similar to ours because she investigates the impact of a varmatyears of schooling on fluid
intelligence. Howeer, herresearch could be also camsied as an opposite case of our study
because the years of schooling @ased while we consider the impact of an increase in years of

schooling.

Jonsson et al. (2017)ntls positive impacts of schooling on fluid iigeence in Nordic
Countries, but themention that this impact is not equal in all Nordic Countries. Theyeatfuat
differences in the quality of offered math courses, as Blair et al. (2005) emphasitedyertioe

reason behind the differences.

Severa studieshave investigated the impacof schooling on Armed Forces Qualification
Test Scores (AFQT) which mvailable on NLSY dataset. These studies usually find a positive
impact of schooling on AFQT sas (Herrnstein and Murray, 1994; Neal and John4896;
Winship and Korenman, 199Hansen, Heckman, and Mullen, 2004; Cascio and Lewis 2006).
Hansen, Hecknmg and Mullen (2004) find an average of two to four percentage points increase in
AFQT scores, whth is twice as large as what Herrnstein and Biy(d994)find, but it is almost
equato the findings of Neal and Johnson (1996) and Winship and Korenm@n)(18 addition,

9 Research suggests thiaitthe 1990sa decline in IQ sures began in industrial countries such as France, Norway,
the NetherlanddDenmark, AustraliaSweden, Finland, Britain, and Germgpeaking countrig(Cotton et al., 2005;
Flynn, 2012; Dutton & Lynn, 2013, 2015; Pietschnig and Gittler, 2015)
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most of the studies, such as the one by Hansen, Heckman, and Mullen (20G4)inkaal impact
of schooling across schoolingvels. Ako, they argue that the imgia on test score are bigger for

participants with lower levels of lateability™°.

Ceci (1991) finds a positive impact of schooling on general intelligence. Howeveguss a
that, while quantity of schooling positiyeaffects cognition in western natg, this impact is
systematically irrelevant to the quality of educatidarthermore, Gustafsson (2016) finds positive
and lasting impacts of schooling on adult numenaegformance and literacy in 20 industrial

natiors.

Basedon what has been explainetbove, the existing literature finds some impacts of
education on crysthited intelligence, but it does not present any clear image of the effects of
education on fluid ntelligence. However, investigating the impacts educabn on fluid
intelligence isextremely important. First, fluid intelligence plays a significant rolesvery
problemsolving task that a human being executes. Understanding how the current education
systems impact fluid intelligence and findingyg to inprove education systems sutiat they
could better serve fluid intelligence is highly important. Btwrer, because the quality of schools
differs between developing countries and developed natitiss¢rucial to understand how the
education sstems ofthe developing countries afft fluid intelligence. In addition, finding the
impacts of education dituid intelligence helps with an old debate of labor economics: signaling
versus human capital wies. Positive impacts of education on fluid itiggnce s in favor of

human capitatiew rather than signaling.

One important debate in labor economicshis tontrast between the Michael Spence's Job
Market signaling view and Human Capital view by G&scker and others. According to the
Signaling vew by Speace (1973), a school degragls prospective employees in revealing their
abilities to a potential eptoyer by sending her a signal. In other words, the credential sends a
signal to the employer abbthe unobserved ability of the employee, arat #ignalenables the
employer to disnguish high and low ability workers from each other. Based on Signakmg
education serves an important role in determining the amount of the starting wages of the

employees. However, after employees start workihg rok of education in determirgnwages

0 AFQT measres the skill and knowledge of participants in the areas of arithmetic reasoning, word kegwledg
paragraph comprehension, and numerical operatitgrsce, it mostly measures crystallized intelligence.
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diminishes since their abilities get revealed. Hence, aftemtipbogee starts working, the role of
ability in determining the amount of income increases ovee.thaecording to this theory, people
with higherlevels ofproductivity choose highdevels of education to signal their ability to the
employers.

Accordingto the Human Capital theory, investment in education increases productivity and
therefore incomeCredentials do not serve employees only becateirinformational value in
sendng signals to the employers (Becker, 1964;Benath, 1967). Becker (12pargues in favor

of the Human Capital theory as follows:

Tangible forms of capital are not tranly type of capital. Schooling, a

computer tramning couse, expenditures on medigare, and lectures on

the virtues of punctuality and honesty are alsoitehpThat is because

they raise earnings, i mprove health, or add
much of his lifetime. Therefore, economists regaxpendures on

education, training medical care, and so on as investments in human

capital. They are call® human capital because people cannot be

separated from their knowledge, skills, health, or vainehe way they

can be separated from their &incial ard physical assets. Education

training, and health are the most important investments in human tapita
(p. 1.).

Arcidiacono et al. (2010) apply the Armed Forces Qualification Test (AFQT) as a mefsure
ability and provide some insights about eatien andrevealing ability. They fid that the ability
of college graduates is observed almost perfectlizarjab market, but the ability of high school

graduates is revealed gradually to the job market bmne.

Because of the endogeneity of edugatimd theheterogeneity in individual6 pr oduct i v
levels, clearly distinguishing signaling effects from lameapital in empirical studies is difficult.
Therefore, researchers are interested in studyiageXogenous variations in education to find
support for each of the mentioned views.

We apply an exogenous variation in years of education to study thetsngbaxiucation on
fluid intelligence. Our results show positive impacts of education on flietdigence, which could
be interpreted as a finty that § in favor of the human cdpl view rather than signaling.
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The rest of this paper is designed dtofes. Section 2 explains the data and identification
strategy. Section 3 outlines the empiricakign of the paper. Section 4 provides the tesand
section 5 presents the concias of the study.

2.2Data and Identification Strategy

The data in thisasearch comes from two sources: the Indonesia Family Life Survey (IFLS)
and data from Sekolah Dasar INPRES program in Indonesia. The IFLS datalable online.
The author has ecei ved the Sekolah Dasar rDMERIBES pr og
econanist from Massachusetts Institute of Technology (MIT). We use IFLS5 which is constructed
in 2014 and combine it with Sekolah Dasar INPRES datpeAgk C shows the coverage ofllB
dataset and intensity of Sekolah Dasar INPRES programapnof Indonesia.

2.2.1Sekolah Dasar INPRESProgram

Due to the boom in the global price of oil, oil revenues increased in 1973. The government of

Indonesia accessadhigherincome to financkite centr al government 6s de\
i s knowndengigd Insirleb es0 (| NPRES) . Because of the
l ndonesi an governmento6s real expendi 2uONe on r

of the first and bydr biggesprograms that took place was Sekolah Dasar INPREShwicains

one of he largest school construction projects in human history. From 1973 to 1978, 61,807
elementary schools were constructed all over the countg/ni@iimber of schools constiiecl in

each region was decided based on the number of primarglsaed childrenn the region who

were not enrolled in school in 1972. The stock of the schools doubled between 1971 and 1978.
Figure 6 shows the ratio of the ta INPRES schools constredt each year (i.e. the number of
INPRES schools constructed eadaydivided by theumber of all INPRES schools constructed

from 1973 to 1978). In 1973 and 1974, less than 10 percent of the schools were built each year. In
1975 and 1976, over 16 perceot the schools were constructed each year. Finally, in 1977 and

1978, over 23 percerof the schools were built annually.

1 hitps://economics.mit.edu/faculty/eduflo
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Figure 6. Ratio of the INPRES schools constructed each year
Each bar shows the number of INPRESosth constructed in a partitar
year divided by the number of all INPRES schamiastructed from 1973 to
1978

At the same time, the government initiated a parallel program to increase the number of
teachers. New teachers were hired such that the sfdtie teachers increase¢ B3%. Each
INPRES school was designed for three teasland 120 students (Dufl@@1). Daroesman (1971)
argues that the minimum qualification requirements for hiring teachers did not significantly

worsen over this period. Heg the quality of educatiohas not changed significantly.

2.22 IndonesiaFamily Life Survey (IFLS)

The Indonesia &mily Life Survey (IFLS) is a continuing longitudinal health and
socioeconomic survey that has published data in five waves so farafiehkat ben conducted
by RAND*2in collaboration with the Demographic Institudt the University of Indonesia, UCLA,
Population Research center at University of Gadjah Mad, the center for Population and Policy
Studies (CPPS) of the University of Gadjahddaand 8rvey METRE. In thdirst wave in 1993,
the sample of the householusthe dataset represented 83% of theuteton of 13 out of 26
Indonesian provinces. The second, third, fourth, and fifth waves (i.e., IFLS2, IFLS3, IFLS4,
IFLS5) were collecta in yeas 1997, 2000, 2004nd 2014, respectively. IFLS5, which is the

12 Research ANd Development (RAND) is an Americamprofit global policy think tank.
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datagt that we use in this research, contéiresdata of 16,204 households and 50,148 interviewed

individuals.

IFLS5 was chosen for this study because in wave five for the firsttie repondents of all
ages were asked to take an abridged versionofthe R n6s t est, whimedsura s a t
fluid intelligence (Gf). Althouglparticipants aged-Z24 were asked to take the same test in IFLS3
and IFLS4, data frontFLS5 wasused beause we need thesgondents who, at the time of taking
t he Rastie20B4swere old enough to be expds&ekolah Dasar INPRES program, which
took place between 1973 alf85islagaiadle in Appead®Rav en 6 s

2.2.3 Identificati on Strategy

Exposure to th&ekolah Dasar INPRE®ogram depends age of the person and region of
birth. Shce Indonesian children attend elementary school between ages 7 and 12, children aged
between 2 and 6 years in 1974 could berfedth the programHowever, he ones who were born
in 1962 and earlier were too olddgo to elementary school. Hence, they dad benefit from the
program. The impact of the program for those aged 12 and older in 1974 should be close to zero.
For the youger children, egosure is dunction of their date of birth. We expect bigger effects
from the program on younger children dg2to 12 in 1974. The younger the children are the
bigger the impact should be.

Region of birth is another factor that deternsimxposure to thprogram. Bice the goal of
the INPRES program was to increase regibequality in Indonesia, the highestnmaers of
INPRES schools were built in the regions where they were needed the most. As mentioned before,
the decision for the numteeof schools hilt in eachregion was based on the number of elementary

school ageahildren who were not enrolled in school.

Note that region of education could be endogenous with respect to the program. Duflo (2001)

elaborates this point as follows:

Because the pgram intendly was related to enrollment rates in 1972,
which differel widely across regions, region of birtha second dimension
of variation in the intensity of the program. Region of birth is highly
correlated with the region of edudan: 91.5 percenof the chidren in the

IFLS sample were still living in the disttizvhere they were born at age
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12. Howeverunlike region of education, it is not endogenous with respect
to the program given that all individuals in the sample were lbafore
the progam was staed (p. 798.).

Il n this paper, region of birth ©binxeédheftfkect e
to Indonesian Kabupatens. A Kabupaten in Indonesia is a subregion of a province. If provinces
can be considerdd be similar tahe stateg the UnitedStates, the Kabupaten could be considered

similar to counties.

In our differencen-differences (DID) estimations, we apply the interactiondNI#RES
program intensityin the region of birth and thgoungto stud/ the impact ofthe programon
educatonad fluid intelligence. AProgram intensit
constructedNPRES schools in the Indonesian Kabupatens, where an individual was born per
1,000 children. A ¥is alhingry viaable thatequals onesifpmesdrse svas@ n

to 6 years old in 1974, and it equals to zero for the ones age®7 to 1

2.3Empirical Design

In this paper, the differenda-differences (DID) approach is applied to estimate the impacts
of the INPRES school constttion piogram on years agchooling and fluid intelligencélwo-
stage leassquares (2SLS) approach is appliednvestigate the impacts of education on fluid
intelligence. The basic DID specification is as follow:

W O QEOQEDEOEQ F DEOE | f - 2
where® is the outcome variable for individual born in yeark in regionj. ® ¢ 0 &iS@

variable that indiates that individal i has been in the young cohort that benefits from the program
(i.e. individuali ages 2to 6 in 1974 ¢ 0 &is@ dunmy variable that takes value one if the age
of individuali has been 2 to 6 in 1974, and it takes value zei f t hage habeersl@ tob s
17 in 1974. The individuals aged 6 to 12 in 1974 are dropped since they partially benefited from
the program@ 0 Q enéasures the intensity of the program in regidins the number obekolah
Dasar INPRESchools built ithe Kabupaenof birth per 1000 children in the regior. indicates

a vector of control variabless @€ 6 écttrols for the timevarying regionspecific factors

39



that might affect the outcomes. is region of lirth fixed effectandf is the cohorbf birth fixed

effect.- is the error term.
The basic specification in 2SLS approach is:
o Q Q6 | f ‘ (3)
where"0"Q is the fluid intelligere of individuali born in yeark in regionj. O Q¢ is the

years of education of individuaborn in yeaik in regionj. - is the error termand the rest of

the variables have been introduced before.

We apply the interaction betwe#éme region of bith and the age of the person as instrumen
in 2SLS estimations since this instrument is plausibly exogenous after controlling @obioth
and region of birth effects. Card & Krueger (1992), Card & Lemieux (1998), and Duflo (2001)
appl a similar approeh.

2.4Empirical Results

In this section othe paper, the details of the empirical method as well as the empirical results

are preseted.
2.4.1Effect on Education

In this section the results of our estimations regarding the is\péc¢he elenentay school

construction program on education outconmrespaovided.

2.4.1.1Basic Results

We apply a differencen-differences (DID) specification tdudy the impacts of the treatment

(i.e. Sekolah Dasar INPRES in Indonesia) on yeaeslo€ation:

Table 9 represents the estimations of equati@nshere the outcomeariables is years of
educationThree columns are provided in the table. The columrferdifased on the control
variables used in the regressions. The results are provide® ipanels. In & A, which is our
experiment of interestp € 0 £iS(as described before. It indicates the young cohort who was
exposed to the programversusr ol der cohort who wasnod6t expos:e
one for children agd 2 to 6 in 1974and is equal to zero for those aged 12 to 17 in 1974. The
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impact of the school construction program is associated with an increase of 0.29 to G356 year
schooling. Panel B represents ourng®nitm op arelp
we use a dummy variable that sets to one if someone is agedl72in 1974, and takes value zero

for the ones aged 18 to 24 in 1974. Note that we dexpsct to see any significant impact of the
program in panel B since people aged 424 in 1974 weraot exposed to the program. As
expected, the results of pameshow significantly smaller coefficients with no significant impact

from the school consiction program on years of schooling.

Table 9. The Impacts d the School Construction Program on Year®f Education: Basic Results

Years of Education

MEOQEDE 6 Q (1) (2) 3)
Panel A: experiment of interest

Aged 2 to 6 in 1974 0.352" 0.323 0.291™
Control: Aged 12 to 17 in 1974 (0.108) (0.145) (0.110)
Number of observations 4,188 3,962 3,737
R squared 0.242 0.241 0.318
Panel B: control experiment

Aged 12 to 17 in 1974 -0.038 -0.108 0.011
Control: Aged 18 to 24 in 1974 (0.096) (0.109) (0.097)
Number of observations 3,364 3,205 2,986
R squared 0.175 0.175 0.234
Control variables:

Year of birth enrollmentrate in 1971 Y Y Y
Year of birth water and sanitation program Y Y
Other control variablés Y

Dependent variable¥:ears of Education

Region of birth and year of birth fixed effects are included in all regressions.

Other controlariables includeity, village, family size, and electricity. City is a binary variable that indicates

whether a person lives in a city. Village is a binary variable that indicates whether a person lives in a village. Family
size shows the actual numbdmousehold memlye that live in family. Electricity is a binary variable that

determines whether electricity is available in the region of birth.

Young in panel A is a binary variable that takes value one if someone aged 2 to 6 in 1974, and take® Yailue ze

the onesged 12 to 17 in 1974.

The difference between Panel A and Panel B is that, in panel B, we have used a different binary variable instead of
young in Panel A. In Panel B, this variable takes value one if someone aged 12 to 17 in 197dsavalutekzero

for the ones aged 18 to 24 in 1974.

All regressions are clustered by number of family members in each household.

Standard errors are in parenthegeSignificant at 10%; **: Significant at 5%; ***: Significant at 1%.
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2.4.1.2ReducedForm Evidence

The iderification strategy of the paper could be generalized by estimating the following
regression:

0Q6 w [ B MEoQx 1 B 8 Q | f - (4)
whered; is year of birth dummy variable. It takes value one if individuabes| in 1974.

Hence, each coefficient of the interaction of program intensity in the region of birth ahdws
the impact of the program on cohbrindividuals aged 2 to 24 ir®74 are considered in the range
of the estimations, but the ones aged 24 are omitted hence they form the control group. This
eguation enables us to generalize equatiand estimate it cohort by cohort. Because the children
aged over 12 in 1974 were nofesedto the program, this regression should not show significant
impacts of the treatment on education levels of the cohorts older than 12 years old.

The estimatefl swhich show the impact of the program on coloaire plotted in Figuré.
Also, thesame results are presented in Tab@ In Figure7, the solid line shows s, and the
dashed lines are the 95 percent confidence intefvals the coefficient of the interaction of the
program intensity (i.e.umber of INPRES schoolsonstruted in the region of birth per 1000
children in the region of birth) and cohorts of birth. As expected, since children older than 12 were
not exposed to the program, the coefficients for the ones older than 12 randonalyouaiy zero
and are nostatistcally significant. However, for the cohorts 2 to 12 yeadsin 1974, the impact
of the program is an increasing function of cohort of birth. The younger children between 2 and
12 are the bigger the impact of the progranonstheir years of edutian. These results are
expected, and they show that the identification strategy of the paper is correct.
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Figure 7. Impacts of the School Construction Program on Years of Education: Reducellorm Evidence

Dependent ariable: Years of Edudan

The solid line between the two dashed lines show the coefficient of the interaction of cohort of birth and program
intensity in the region of birth.

The dashed lines represent a 95 percent confidence interval.

Age in 1974 is on the horizontal axis.

Yearsof Education are on the vertical axis.
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