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Abstract 
Chatbots are becoming increasingly common in 

web-based business-to-consumer (B2C) communica-
tion. However, this technology can have high failure 
rates when it comes to correctly processing consumer 
inquiries, as human interactions and conversational di-
alogues are complex and highly context dependent. Be-
sides improving the technology behind the chatbots, 
companies may be able to enhance a client’s chatbot ex-
perience by using insights from the stereotype content 
model (SCM). Hence, this paper seeks to find out 
whether the model can be applied to the domain of chat-
bots and whether it holds true in this context as well. An 
online survey was conducted, and the results showed 
that people perceived the chatbots according to the 
model. Therefore, companies are advised to use the 
“loveable star” stereotype in their chatbot communica-
tion. Trust did not score significantly higher for this ste-
reotype than for the other SCM stereotypes. This con-
tradicts existing theory and is therefore an invitation for 
further research. 

 
1. Introduction  

 
Chatbots can be helpful in booking flights online or 

in getting assistance when investing money (regarding 
robo-advisors, see [1] on advising customers when pur-
chasing exchange-traded funds [ETFs] and [2] on how 
to design interfaces for risk-averse customers). Chatbots 
are referred to as conversational user interfaces that us-
ers can chat with. 

Because artificial intelligence (AI) provides human-
like interactions, AI is a key technology for building 
chatbots that can engage in a dialogue with customers 
and assist them. It is estimated that chatbots will take 
over 25% of customer service communication by 2020 
[3]. This estimation is reflected in the current 31.2% 
market growth in the United States in 2020 [4]. There-
fore, it seems appropriate to take a closer look at how 

chatbots should be designed as they are the face of a 
company when a customer communicates with the com-
pany or, rather, chats with the company’s chatbot.  

It is no surprise, then, that in the past years, chatbots 
have been a top priority for companies, consumers, and 
researchers alike [5]. 

This paper will review the literature, derive the re-
search question, and explain the method before describ-
ing the hypotheses and analyzing the data. A discussion 
of the results, limitations, and implications concludes 
this work. 

 
2. Literature  

 
The literature on chatbots has increased (according to 

Web of Science, 37% of the publications on chatbots 
were published in 2019). This increase in attention has 
led to research on failure rates [6]. System failures can 
have a large impact on customers’ perception. Therefore, 
the literature on customers’ perception of chatbots and 
how chatbots should be designed is considered here too.  

The stereotype content model (SCM) categorizes the 
judgment of humans in social interactions by rating the 
interactions regarding two dimensions: warmth (per-
ceived likability) and competence. This model can be ap-
plied to social contexts as well [7]–[9]. Failures in chat-
bot systems are noticed by users and can negatively af-
fect the perceived competence dimension. Competence, 
in turn, can have positive effects on a chatbot’s perceived 
trust. Portrait pictures of humans can affect the trust per-
ception of chatbots. These two dimensions may be uni-
versal dimensions of social perception [8], [10] and are 
reliable across stimuli, cultures, and time [9]. Therefore, 
it is no surprise that the SCM also holds true in the con-
text of online insurance sales clerks [11]. Perceived 
warmth and competence can be embodied in virtual 
agents as well [12]. A person’s perception of the two di-
mensions can be influenced already by the wording used 
by a virtual agent [13]. 
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Trust can have positive effects on sales [14], [15] 
and foster customer loyalty [16]. Hence, trust should be 
included in this study as it positively impacts the dimen-
sions relevant to business success.  

Social presence and trust can be modified by the use 
of avatars [17]. Therefore, avatars play an important role 
in online communication and can affect customer satis-
faction and loyalty [18], two aspects that tend to be crit-
ical for business success. Recent studies suggest that an-
thropomorphic factors play an important role as they can 
affect social presence [19] and trust [20]. Visual cues 
[21] and other anthropomorphic design cues show a four 
times higher effect than functional attributes [22] and 
can affect credibility [23]. However, high message ac-
tivity can compensate for the lack of visual cues [24]. 
Some researchers recommend adding anthropomorphic 
design cues [25], and we will follow their advice in this 
work. 

 
2.1 Trust 

 
Trust needs to be included and considered as it tends 

to develop from social interactions (e.g., chatting [26], 
[27]), visiting websites [14], [15], [28] and online rec-
ommendation agents [29], and online purchasing [15], 
[30], [31]. Trust is further influenced by social presence 
[20], [32], which in turn is affected by visual represen-
tation and identity cues, such as portrait pictures [33]. 
Especially when the perception of traits, such as warmth 
and competence, is involved, the topic of trust arises be-
cause there is a link between competence and trust [34], 
[35]. Moreover, one can distinguish between affective 
and cognitive trust [36]. Hence, trust has emotional as 
well as rational aspects. Trust not only develops online 
but also plays a role in virtual environments [12], [34], 
[37].  

Trust itself has a positive impact on consumers’ pur-
chase intentions [38], as well as other dimensions (e.g., 
loyalty [39] and satisfaction [37], [40]) affecting busi-
ness success, and is therefore important to consider in 
the design of customer-facing chatbots. Additionally, in 
conversations with chatbots, trust can play a role as it 
may be shaped by initial interactions and perceived so-
cial presence [41]. Therefore, this construct is included 
in this study.  

 
2.2 Stereotype Content Model, Warmth, and 
Competence 

 
Reference [10] argues that the warmth dimension re-

lates to good or bad intentions, whereas the competence 
dimension relates to the ability to fulfill these intentions, 
with a judgment of the other communication partner be-
ing made within seconds. The perception of these two 
dimensions is an evolutionary-rooted mechanism. The 

warmth dimension is judged before the competence di-
mension because it is more important to know whether 
somebody is friend or foe than whether he or she is ca-
pable of executing his or her intentions [10]. The warmth 
dimension, in turn, affects the perception of trust [42].  

 
2.3 Research Question 

 
The use of chatbots is becoming more popular [5], 

[6], [43] and may be gaining momentum. Because of the 
COVID-19 pandemic, cutting costs by using chatbots 
may soon become an attractive option for companies due 
to rising pressure on cost cutting. The SCM has shown 
to be valuable in the past in designing website artifacts 
and customer-facing computer systems that interact with 
customers. Thus, in this study, we would like to verify 
whether this model holds true in a chatbot setting, as add-
ing pictures of people to a chatbot may be less costly than 
improving the technique behind it because merely 
changing words in chatbot messages can make a differ-
ence in person perception [13]. Therefore, this paper 
seeks to answer the research question of whether the 
SCM can be applied to the domain of chatbots.  

 
3. Method 
 

This study is of a preliminary and exploratory nature. 
Therefore, complex message interaction and AI imple-
mentation of a chatbot are not considered in this work. 
Adding such complexity with high-level and deep inter-
action may negatively affect the results. Such an ap-
proach would need extensive care regarding both con-
founding and control variables in order not to jeopardize 
the research method. Considering these aspects, we de-
cided to use pictures as a starting point because previous 
research on the use of avatars and pictures as avatars has 
reported positive effects on social presence [33], trust 
[44], [45], and competence [45]. Furthermore, interfaces 
with avatars are perceived as more likable [46]. The 
stimulus material (pictures for each SCM stereotype) has 
been generated and verified in a previous study [11]. 
Therefore, this material was used in this study to verify 
whether the SCM and the stimulus material of the two 
stereotypes—Chatbot 1 (“lovable star”; see Figure 1), 
rating high on the competence and warmth dimensions, 
and Chatbot 2 (“incompetent jerk”; see Figure 2), scor-
ing low on the warmth and competence dimensions—
work in the context of chatbots too. Recent studies have 
pointed out that in a highly interactive and conversa-
tional setting, high message activity can compensate for 
the lack of visual cues [24]. Visual design also plays an 
important role, as it can affect social presence as well as 
trust [20]. Visual cues [21] and other anthropomorphic 
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design cues show a four times higher effect than func-
tional attributes [22] and can affect credibility [23].  

 

 
Figure 1. Chatbot 1: “Lovable Star” 

 

 
Figure 2. Chatbot 2: “Incompetent Jerk” 

 

 
Figure 3. Chatbot 3: Control Group 

 

Therefore, adding images to chatbots seems a valid 
approach to testing the SCM in the chatbot context. 
Screenshots were integrated into an online survey to en-
sure that every participant is shown the same interaction 
(text dialogue) and to verify the SCM. In this context, 
the mere perception of chatbots (the dimensions are 
judged instantly; see Section 2.2) should work and there-
fore show effects. Hence, the verification of the model 
should be possible with this research design. Not only 
does this approach not overcomplicate the technical 
setup or potentially add confounding variables, but it is 
also adequate for conducting initial research on the topic 
in this domain and context. Moreover, to prevent over-
loading the online survey, this initial study uses the two 
stereotypes that rank highest and lowest on both the 
warmth and the competence dimension instead of adding 
all four stereotypes. A third group (Chatbot 3), the con-
trol group, was implemented without a picture (see Fig-
ure 3).  

A control question was asked, and a manipulation 
check was conducted, to ensure that the participants took 
notice of the chatbot, and they were randomly assigned 
to one of the three groups in the online questionnaire. 

Ice breaker questions regarding participants’ socio-
demographic backgrounds were asked in the first stage 
of the online survey. Subsequently, the warmth/likability 
and competence scales and the trust scale from [47] were 
used, making this study comparable to prior research in 
the field.  

Semantic differentials regarding the dimensions, as 
well as Likert scales for metric measurements, were 
used, both seven-point and multiple-item, as this ap-
proach tends to have an advantage over single-item op-
erationalization [48]. 

 
 

3.1 Hypotheses 
 
In line with existing theory regarding the SCM [8], 

[10], [42], the lovable star chatbot should be perceived 
as more competent and warm than Chatbot 2 (incompe-
tent jerk) and Chatbot 3 (control), hence hypotheses (Hs) 
1, 2, 3, and 4 (see Table 1). Competence relates to trust 
as its perception [36], [49], [50] positively influences 
trust, so the lovable star chatbot should be perceived as 
more trustworthy than Chatbot 2 (H5) and Chatbot 3 
(H6). An overview of hypotheses one to six is given in 
Table 1 as well as the decision of acceptance or rejection.  
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Table 1: Overview of the Hypotheses 

# Text Result 

1 
Chatbot 1 (lovable star design) is 
perceived as warmer than Chat-
bot 2 (incompetent jerk design) 

Accept 

2 

Chatbot 1 (lovable star design) is 
perceived as more competent 
than Chatbot 2 (incompetent jerk 
design) 

Accept 

3 
Chatbot 1 (lovable star design) is 
perceived as warmer than Chat-
bot 3 (simple text chatbot) 

Accept 

4 

Chatbot 1 (lovable star design) is 
perceived as more competent 
than Chatbot 3 (simple text chat-
bot) 

Accept 

5 

Chatbot 1 (lovable star design) is 
perceived as more trustworthy 
than Chatbot 2 (incompetent jerk 
design). 

Accept 

6 
Chatbot 1 (lovable star design) is 
perceived as more trustworthy 
than Chatbot 3 (simple text bot). 

Reject 

 
4. Results, Discussion, Implications, and 
Limitations 

 
Data collection was conducted between April 24, 

2018, and May 3, 2018, by email. A total of 140 partic-
ipants fully completed the online questionnaire (Group 
1: n = 46; Group 2: n = 44; and Group 3: n = 50). 

 
4.1 Sample Description 

 
Regarding gender, the sample is composed of 46.5% 

women, 51.2% men, and 2.3% not wishing to state their 
gender identity. The age ranges from 19 to 54 years, 
with a mean of 27.41. Of the participants, 87.6% are sin-
gle, 8.5% married, 1.6% divorced, and 2.3% did not pre-
fer to say.  

 
4.2 Data Analysis 

 
IBM SPSS Statistics 24 was used. As the number of 

participants in each group exceeds thirty, a normal dis-
tribution may be assumed, so parametric hypothesis 
testing was conducted.  

First, Cronbach’s alpha for each construct was cal-
culated to test the reliability of the scales. All values in 
Table 2 meet the minimal value of .7 and are above 
Nunally’s threshold [51]. The sample size per group is, 
according to the central limit theorem, large enough. 

This allows metric testing to be used, and t tests were 
conducted to test the hypotheses.  

The warmth scores are significantly higher for Chat-
bot 1 than for Chatbot 2 (see Table 3), so H1 is accepted. 
Warmth is higher for Chatbot 1 than for Chatbot 3, and 
therefore H3 is also accepted. 

Regarding competence, Chatbot 1 shows higher val-
ues than Chatbot 2, leading to the acceptance of H2. 
Competence is also perceived as higher for Chatbot 1 
than for Chatbot 3, thus supporting H4. 

Trust scores were compared between Chatbots 1 and 
2, showing significant effects in favor of Chatbot 1, 
which is perceived as more trustworthy than Chatbot 2. 
Therefore, H5 is accepted. 

However, Chatbot 1 is not perceived as more trust-
worthy than Chatbot 3, and therefore H6 is rejected. 

 
Table 2: Reliability Measures 

Construct Cronbach’s 
alpha 

Warmth (Chatbot 1) .823 
Warmth (Chatbot 2) .824 
Warmth (Chatbot 3) .777 
Competence (Chatbot 1) .942 
Competence (Chatbot 2) .916 
Competence (Chatbot 3) .925 
Trust (Chatbot 1) .917 
Trust (Chatbot 2) .940 
Trust (Chatbot 3) .874 
 

Table 3: Group Comparison 
Construct M SD t p 
Warmth (1) 4.59 1.57 - - 
Warmth (2) 3.13 1.39 8.72 *** 
Warmth (3) 3.82 1.60 4.51 *** 
Competence (1) 5.01 1.45 - - 
Competence (2) 4.29 1.56 4.72 *** 
Competence (3) 3.97 1.43 7.52 *** 
Trust (1) 4.51 1.58   
Trust (2) 4.15 1.59 2.25 * 
Trust (3) 4.43 1.30 .599 n.s. 

*** <.001, ** <.01, * <.05, and n.s. >.05 
 

4.3 Discussion 
 
On the basis of the data analysis and t tests, the 

warmth and competence dimensions are significantly 
higher for the lovable star stereotype (highest mean 
value of all three chatbots) than for the incompetent jerk 
stereotype. Therefore, we can conclude that both the 
stimulus material and the SCM hold true in the context 
of chatbots. In other words, the participants judged the 
chatbots in accordance with the SCM.  
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The participants showed higher trust levels for the 
lovable star stereotype than for the incompetent jerk ste-
reotype. Nevertheless, it must be pointed out that this 
does not hold true when comparing the lovable star ste-
reotype with Chatbot 3 without a picture. This is inter-
esting as prior research and theory suggest that a chatbot 
with a picture as social presence should show higher 
trust values than a chatbot without a picture [52]. Pre-
sumably, the judgment of cues regarding the dimensions 
warmth and competence is more important because they 
are more prominently displayed.  

One possible explanation could be rooted in the pro-
cessing of information. If a higher cognitive load is 
needed—as may be the case in the context of Chatbot 3 
because the picture and thus visual cues are missing—a 
higher level of trust may be generated. A higher amount 
of internal cognitive information processing may be 
seen as more credible than relying on external visual 
cues.  

According to some models of information pro-
cessing, such as the elaboration likelihood model (ELM) 
[53], [54], with a central component (critical thinking 
and intense information processing) and a peripheral 
component (relying on simple cues, e.g., pictures), the 
missing picture may lead to higher cognitive engage-
ment. Thus, this may garner more trust as internal infor-
mation and relying upon it may lead to higher trust lev-
els.  

However, these aspects are just lines of thought, and 
further research is needed to elaborate on them and gain 
additional insights and evidence.  

 
4.4 Implications 

 
As discussed above, one can build upon our results 

and advise companies that consider using a customer-
facing chatbot for their interactions with customers. 
Companies may choose avatars or pictures for their in-
terfaces in accordance with the SCM model. This can 
help build trust, which, in turn, has positive effects on 
purchase intentions [28], [37], [38], [41], repurchase and 
recommendation intentions, and satisfaction [37], [40]. 
All these aspects are business relevant and can posi-
tively impact business success.  

Moreover, our research suggests that regarding 
warmth and competence, chatbots with pictures of peo-
ple are perceived as warmer and more competent. 
Therefore, companies intending to signal competence or 
warmth to their online customers, as is typically the case 
for insurance companies, are advised to use chatbots 
with pictures.  

4.5 Limitations 
 
The pictures of the chatbots used in the online survey 

were of course limited in their functionality (no chatbot 
interaction), and this must be taken into account when 
interpreting the data and results.  

Additionally, the stimulus material is gender spe-
cific, and the results may be different when other stimuli 
showing female sales representatives are used.  

This study was conducted with a sample composed 
predominantly of student participants, and the results 
may not be the same for a representative sample of the 
population and may also vary between countries and cul-
tures.  

 
5. Further Research 

 
As this study used only two out of four stereotypes, 

future work may use all four stereotypes to verify 
whether consumers differentiate further and whether the 
implications of the SCM hold true for all four stereo-
types. Therefore, adding the two other stereotypes, in-
competent jerk (low on competence and warmth) and 
competent jerk (high on competence and low on 
warmth), would complete the stereotypes and expand the 
results of our work.  

In the past, profession groups have been investigated 
[55], and this could also be done in the context of chat-
bots. Because pictures of a dialogue with the chatbot 
were used, follow-up research may implement an inter-
active version of this online survey. This would enable 
testing how much impact a picture has in comparison 
with other elements, such as messaging or full chatbot 
interaction.  

Gender may be an additional line of research as our 
stimulus material consisted only of male sales represent-
atives. Verifying our results regarding gender is im-
portant because past work on gender [56] and robots [57] 
suggests that gender may play a role in person percep-
tion. Furthermore, shedding light on ethnicity may lead 
to a holistic view, as it may impact the presented results 
[55] and support gender and ethnicity equality.  

Culture, too, may be worthwhile investigating further 
as it is not clear whether these results regarding the SCM 
are valid across different regions and cultures. 

Future research may also want to explore whether the 
SCM applies to a chatbot with a 3D representation or 
even with an interactive virtual assistant so that the role 
of immersion and virtual reality could be investigated.  

Finally, future research may be following up on the 
use of the SCM and the implications this may have for 
the perception of trust. Therefore, risk analysis may be 
worthwhile investigating further.  
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6. Concluding Remarks  
 
The results of this study suggest that the SCM is also 

valid in the context of chatbots. Accordingly, companies 
interested in having virtual agents, such as chatbots, that 
need to be perceived as warm and competent are advised 
to use pictures that are in line with the SCM.  

The use of pictures is advised in situations in which 
these two dimensions are relevant (e.g., insurance 
clerks), as a chatbot with images showed higher values 
of warmth and competence than a chatbot without a vis-
ual key. The use of pictures is also advised from the 
viewpoint of human perception, as initial judgment 
takes place instantly and pictures can help customers 
judge the warmth and competence of a chatbot immedi-
ately.  

The results do not suggest that the use of pictures 
leads to higher levels of trust compared with the control 
(text chatbot). Further research is needed as to why this 
contradicts the SCM but only in comparison with a text 
chatbot that has lower levels of warmth and competence.  
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