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Abstract

In vibratory energy harvesting, the energy flow generally goes through three stages:

the external vibration energy is firstly coupled into the device as kinetic energy, which

is partially converted to electricity through electromechanical conversion unit (such

as electromagnetic, piezoelectric, and electrostatic), then the generated electricity is

applied to the electrical load circuit. The process of such energy flow indicates that the

energy coupled in the first stage determines the maximum available energy converted

to electricity, while the electricity delivered to the load depends on the characteristics

of electrical load circuits. Note that the first stage for coupling energy is achieved by

device dynamics. To best understand vibratory energy harvesting, the effects of device

dynamics and electrical load circuits on energy harvesting performance are investigated

in this dissertation.

For the effects of device dynamics, we do the study from four areas: parametric

oscillator/device, global resonance, the roles of excitation, and dynamics outside the

potential well. At first, we investigate the potential of using a nonlinear parametric

oscillator/device to harvest energy. In such device, the excitation appears as a pa-

rameter of the dynamical system. Such parameterization of the excitation provides a

cross-frequency energy transfer in the excitation, resulting in modifying the frequency

content of the excitation, i.e. modulation of the excitation, which enables the device

into the orbits of higher-order subharmonic oscillations more easily. A device with a

pendulum-type architecture is proposed and used as an illustrative example.

The further investigation in device dynamics has proved that for a nonlinear de-

vice, there exists a generalized, global resonance condition which requires matching of

all of the frequencies between the device and the excitation. Under global resonance,

the device performance is optimized with the maximum energy harvesting efficiency,

but its corresponding displacement is not the largest because the amplitude of global
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resonance response is strongly correlated with the fundamental frequency supported

by a nonlinear potential well (e.g. potential function). Such results suggest that tra-

ditionally relying only on increasing the device response in nonlinear systems can be

misleading. The global resonance condition also shows that damping of the device and

modulation of the excitation play critical roles in facilitating the frequency match re-

quired for resonance. According to the global resonance condition, it is revealed that

the potential of nonlinear device in harvesting energy from multi-frequency vibrations

benefits from multiple frequency match, not from the wider bandwidth obtained from

single-frequency response. To harvest energy from multi-frequency vibration using non-

linear devices, a device-design concept based on global resonance is thus proposed.

When the global resonance condition is satisfied, the instantaneous power of the

excitation is always non-negative, resulting in the maximum device performance. Con-

versely, when the condition is not satisfied, the excitation does negative work for a

duration per cycle, leading to the reduction of the energy harvested. During such du-

ration, the excitation actually takes energy back from the device, acting as a sink.

The extent to which the excitation behaves as a sink determines the energy harvesting

performance. We find that instantaneously changing device response to ensure the ve-

locity in phase with the excitation can reduce the behavior of the excitation as a sink,

resulting in dramatic increase of the energy harvested. Based on our findings, it has

shown that an active method based on manipulating the roles of excitation would be

more promising in bringing vibration energy harvesting to fruition.

Although the responses of a device are usually constrained by its potential well, it is

possible for the dynamics of a pendulum-type device to escape from the potential well.

Here, we also investigated the possibility of utilizing the dynamics outside the potential

well of a device for harvesting energy from vibrations. A pendulum-type device is used

as an example. Results show that when the device dynamics is outside the potential well

and stays in stable orbits of period-one rotations, the harvested energy is proportional
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to the energy level of the orbit, neither depending on the natural frequency of the device

nor on the intensity of the excitation.

For the effects of electrical load circuits, we consider three types of non-resistive

loads, such as a resistive load with a rectifier, a resistive load with a rectifier and

a regulating capacitor, and a simple charging circuit consisting of a rectifier and a

storing capacitor. Numerical results suggest that when the harvested energy is to be

stored in capacitors, the ultimate voltages across capacitors are the same as the open-

circuit voltage of the device minus the rectifier drop. For charging loads, therefore, the

amount of stored energy is determined by the capacitance and the device performance

under open circuit. Moreover, a larger capacitor is beneficial for an electromagnetic

harvester, but not for a piezoelectrical harvester.
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where ω is the

excitation frequency, (c) Average power delivered to the resistance PL,
and (d) Average input power of the excitation Pf . . . . . . . . . . . . . 118

6.13 Effects of a parallel capacitor with a full-bridge rectifier on load char-
acteristics of a piezoelectric harvester under the excitation of Ae = 0.5g
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∫ 2π

ω
0

|F (x,t)ẋ|dt
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∫ 2π

ω
0

|F (x,t)ẋ|dt
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Chapter 1

INTRODUCTION

1.1 Background and Motivation

Harvesting low-level, ambient energy from the environment has received significantly

increasing attention over the last decades. Such dramatic growth in research efforts

has been motivated by a number of factors. One of them is related to the desire of

realizing autonomous and self-sustained long-term operation of miniature electronic de-

vices (e.g., wireless sensors, transmitters, medical implantable devices, etc.). Advances

in wireless and semiconductor manufacturing technologies have promoted the use of

miniature electronic devices in different fields of technology, such as structural health

monitoring, environmental monitoring, and in vivo biomedical implants, leading to sig-

nificant changes. However, further evolution in these technologies has become stagnant

due to the lack of a sustainable power supply. At present, the power supply of miniature

devices is mainly based on batteries. Because of the limited lifespan, batteries must be

replaced periodically, which can be expensive and challenging. For structural health

monitoring, for instance, wireless sensors could be placed in remote locations or even

embedded in structures, making the regular replacement of batteries infeasible. For

medical implants (e.g. pacemakers), periodic battery replacement increases the risk of

infection for patients. To solve such issues, it is necessary to replace battery technology

with a sustainable energy supply to achieve autonomous and self-sustained long-term
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operation of miniature devices. Considering the abundance of energy in the ambient

environments, e.g. solar, wind, vibration, etc, and low-power consumption of minia-

ture devices, development of energy harvesting technology appears to be a viable way

of seeking an improved solution over the traditional battery based technology. Among

these ambient energy sources, vibration energy is highly available in the environment

around technical applications (e.g. vibrations of structures and machines, human mo-

tions, and ocean waves, etc), without limitation of weather condition, and thus has

received much more attention in the literature.

1.2 Literature Review

Research efforts on harvesting energy from ambient vibrations to provide electricity for

miniature devices were initiated in late 90’s [1–5]. Numerous schemes and devices have

been developed since then for a variety of applications, many of which have been sum-

marized in review articles [6–12]. In general, an energy harvesting device consists of a

mechanical coupling unit, which can be linear or nonlinear, and a means of electrome-

chanical transduction (e.g. electromagnetic, piezoelectric, electrostatic, etc.). When

an energy harvesting device is used for harvesting energy from vibrations, the energy

flow usually goes through three stages, as shown in Figure 1.1: (1) the energy har-

vesting device utilizes its mechanical coupling unit to capture mechanical energy from

vibration sources, (2) the coupled mechanical energy is partially converted to electricity

through electromechanical transduction, and (3) the generated electricity is applied to

electrical loads. From such energy flow, we can see that the performance of the me-

chanical coupling unit determines the maximum available energy for electromechanical

conversion, while the electrical energy delivered to the load is strongly correlated to the

characteristics of electrical loads. In this regard, the existing work has been reviewed

with respect to these two aspects.
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Figure 1.1: Energy flow for vibratory energy harvesting

1.2.1 Mechanical Coupling

1.2.1.1 Linear mechanical coupling

Energy harvesting devices have been designed based on linear mechanical coupling since

the concept of vibration energy harvesting was proposed. Many linear devices can be

found in review articles [6–8]. Note that linear energy harvesting devices mainly rely on

a linear resonance condition to harvest energy. For an excitation with a fixed frequency,

maximum device performance can be obtained when the natural frequency of the linear

device is designed to be equal, or very close to, the excitation frequency. To obtain much

more energy at resonance, these devices are also designed with low damping level (e.g.

damping ratio smaller than 0.04), because the energy harvested at resonance is inversely

proportional to the damping. If the excitation frequency has a slight offset from the

resonance frequency, the performance of linear devices will dramatically decrease. In

the real world, the energy of ambient vibrations is normally distributed over a wide

spectrum of frequencies, or their dominant frequency is time-varying. For these kinds

of excitations, relying on linear resonance to harvest energy becomes very difficult and

challenging. On one hand, it is impossible to design the natural frequency of a purely

passive linear device to target a time-varying frequency or multiple frequencies. On the

other hand, the bandwidth of a linear device is proportional to its damping level. The

bandwidth may be enlarged by increasing the damping level, however, it is achieved at

the cost of reduced power output[1, 13].
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To overcome these issues, resonance tuning mechanisms and arrays of harvesters

have been introduced to linear energy harvesting [14]. Resonance tuning methods

focus on tuning the natural frequency of a linear device to match the excitation fre-

quency through passively/actively changing the stiffness or mass of the device [15–19].

Although the resonance of a device can be shifted via tunable methods when the exci-

tation frequency changes slowly, resonance tuning mechanisms become ineffective when

the excitation is broadband or its fundamental frequency changes rapidly. In addition,

passive tuning methods need direct human interference to complete the resonance tun-

ing, while active tuning methods usually require extra energy input to facilitate the

adjustment of the natural frequency, resulting in low efficiency of the energy harvest-

ing device. The methods based on arrays of harvesters generally design an array of

harvesters with different natural frequencies such that at least one of them can be at

resonance with one of the component of excitation [20–25]. While the device with an

array of harvesters seems to be at resonance with multi-frequency excitation, only one

of the harvesting elements is at resonance with one corresponding excitation frequency.

Actually, such a design not only reduces power density, but also is not beneficial for

the scalability of devices.

1.2.1.2 Nonlinear mechanical coupling

Recently, use of nonlinear mechanical coupling for enhanced energy-harvesting perfor-

mance has been investigated. It has been shown that under certain conditions, the

presence of mechanical nonlinearities in the device may lead to improved device perfor-

mance as compared to the standard linear devices [26–30]. Thus, mechanical nonlinear-

ities have been intentionally introduced to device design over the last decade, resulting

in a variety of nonlinear energy harvesters, such as monostable Duffing harvesters [31–

42], bistable harvesters [43–50], and vibro-impact harvesters [51–58]. For a monostable

Duffing harvester, its potential function only has a single potential well. If the nonlinear
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stiffness coefficient in the potential function is positive, the frequency response curve of

a monostable harvester bends to the right, exhibiting a hardening nonlinearity; other-

wise, its frequency response curve bends to the left, displaying a softening nonlinearity,

as shown in Figure 1.2. Different from monostable Duffing harvesters, the potential

function of a bistable harvester has two potential wells (Figure 1.3). If the potential

energy of the device is within one of the two potential wells, the frequency response

of the device exhibits a softening nonlinearity. However, if the potential energy of the

device escapes from these two wells, the device response becomes larger, as compared

to being within one of the two wells, and a hardening nonlinearity is exhibited. For

a vibro-impact harvester, it usually consists of a linear harvester combined with ob-

stacles/stoppers. Because of the presence of obstacles/stoppers, the device stiffness is

globally nonlinear, even if it is piecewise linear, leading to nonlinear dynamic behaviors.

Frequency response curves of nonlinear systems show that the large-amplitude response

of a nonlinear device can be extended to a wider range of frequencies compared to that

of a linear counterpart. Under single-frequency excitation, nonlinear energy harvesters

may perform well over a broader spectrum of frequencies [10]. However, such “broad-

band”performance does not indicate that nonlinear harvesters still have satisfactory

performance when the excitation contains multiple frequency components; this is due

to the inapplicability of the principle of superposition. Therefore, nonlinear harvesters

may not offer any benefit under multi-frequency excitations [59–62].

1.2.2 Electrical Loads

Electrical loads generally can be divided into two categories, energy dissipating element

(i.e. electrical resistance) and energy storing element (e.g. capacitor and battery). For

energy dissipating elements, they directly dissipate electrical energy through resistance

no matter what the direction of current is, i.e. being suitable for alternating current
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Figure 1.2: Frequency response of monostable Duffing harvester: Xa is the response
amplitude, ω0 is the linear fundamental frequency, and ωf is the excitation frequency.

(AC) and direct current (DC). For energy storing elements, energy storage is achieved

by the accumulation of electric charge. To realize charge accumulation, electric charge

needs flow in one direction, i.e. only DC current, which can be directed to energy

storing elements. Thus, AC current needs be converted to DC current through an

AC-DC converter, such that it can be stored

In vibration energy harvesting, it is conventionally considered that the mechanical

energy of a harvester is removed by damping (e.g. mechanical damping and electrical

damping) [63]. Thus, the majority of existing schemes use the damping mechanism

(i.e. electrical damping) to harvest energy. It is noticed that when electrical resistance

is directly connected to a vibration energy harvester, the electromechanical effect of

electrical resistance on device dynamics is usually simplified as an equivalent electri-

cal damping. Therefore, electrical resistance has been traditionally considered in the

performance evaluation of an energy harvesting device. Considering real applications,
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harvesters connected to electrical resistance with an AC-DC converter has also been

considered. To improve the efficiency of the AC-DC converter, a method of synchro-

nized switch harvesting on inductor (SSHI) [64], which synchronizes the output voltage

and current of the harvester, was developed and applied [65]. For the method of SSHI,

it is usually assumed that the device response is independent of changes in the phase

between the output voltage and current of the harvester [64, 66, 67]. This assumption

may be applied to a harvester with a weak electromechanical coupling, but it is not

true for strong electromechanical coupling; therefore, the method of SSHI may not of-

fer any benefit when the electromechanical coupling is strong [64]. Although we have

many existing conclusions about the device performance derived from electrical resis-

tance, such device performance cannot be generalized for applications based on energy

storing elements (e.g. capacitor and battery), because the characteristics of capacitors

and batteries are very different to that of electrical resistance. It was shown that as

more electrical energy is stored in capacitor and battery, voltage across capacitor and

battery increases [68], resulting in changes in the reverse electromechanical effect, and

thus changes in dynamics of the device.

1.3 Objectives of Dissertation

The aim of this dissertation is to develop and implement a method that will effectively

enhance vibration energy harvesting. Considering the existing issues shown above, the

effects of mechanical coupling and energy storing elements on energy harvesting per-

formance are investigated in this dissertation. For the effects of mechanical coupling,

some fundamental features of nonlinear systems are studied, such as parametric exci-

tation, bandwidth, nonlinear resonance, and dynamics with potential energy outside

the potential well. The objective of this dissertation is also to find a method which can

effectively enhance the performance of the device under multi-frequency excitations.
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For the effects of energy storing elements, a simple charging circuit, consisting of an

AC-DC converter and an energy storage element, is considered. The effects of such

charging circuit on device dynamics is numerically investigated.

1.4 Organization of Dissertation

This dissertation is organized as follows: In chapter 2, the potential of using a nonlinear

parametric oscillator/device to harvest energy is investigated. A pendulum-type archi-

tecture with electromagnetic induction as the energy conversion mechanism is proposed

as an illustrative example. A prototype device with a natural frequency of approxi-

mately 2Hz is fabricated and evaluated experimentally. The performance of the device

is studied theoretically and numerically.

Chapter 3 presents the investigation on the fundamental features of nonlinear dy-

namic systems in the context of vibration-based energy harvesting. A generalized,

global, multi-frequency resonance condition is shown to exist in nonlinear systems

where the energy harvesting efficiency has been maximized. The function of modu-

lation of the excitation in vibration energy harvesting is examined in this chapter. The

difference between the global resonance and the traditional nonlinear vibrations (i.e.

sub- and super-harmonic vibrations) is also discussed.

The fourth chapter provides some new insights into the potential of using nonlinear

systems to harvest energy from vibrations with multiple frequencies. The misunder-

standing about bandwidth and nonlinear resonance is introduced and corrected. The

fundamental features of the traditional resonance is presented and compared to that of

the global resonance. A device design concept based on global resonance is proposed

in this chapter.

In Chapter 5, the potential of utilizing the dynamics outside the potential well of a
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device for harvesting energy from vibrations is investigated. A pendulum-type system

subjected to parametrical excitation is used to demonstrate the concept. The focus

is placed on stable orbits of period-one rotations. The method of Iterative Harmonic

Balance is used to solve the analytical approximations for period-one rotations. The

performance of the device is studied theoretically and numerically.

Chapter 6 focuses on investigating the effects of non-resistive electrical circuits on

the dynamics of a vibration energy harvester. Three types of non-resistive electrical

loads, such as a resistance with a rectifier, a resistance with a rectifier and a regulating

capacitor, and a simple charging circuit consisting of a rectifier and a storing capacitor,

are considered. Numerical experiments are respectively carried out for electromagnetic

vibratory energy harvester and piezoelectrical vibratory energy harvester.

In chapter 7, the role of excitation in energy harvesting applications is investigated.

While the energy ultimately comes from the excitation, it is shown that the excitation

may not always behave as a source of energy. When the device characteristics do not

perfectly match the excitation, the excitation alternately behaves as an energy source

and a sink. The extent to which the excitation behaves as a sink determines the energy

harvesting efficiency. Such contradictory roles are shown to be dictated by a generalized

phase defined as the instantaneous phase angle between the velocity of the device and

the excitation. An inductive prototype device with a diamagnetically levitated seismic

mass is proposed as a passive example to demonstrate the effect of changing the role

of excitation on energy harvesting performance.

Lastly, chapter 8 summarizes the research findings and their implications in practical

applications. The potential topics of further research are also discussed.
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Chapter 2

PARAMETRICALLY EXCITED NONLINEAR EN-

ERGY HARVESTER

Motivated by the fact that parametrically excited structures may generate larger re-

sponse as compared to the case of linear resonance [69], the feasibility of utilizing

parametrical resonance for enhanced energy harvesting performance is investigated in

this chapter. A device with rigid-body based architecture was proposed and used as

an illustrative example. A prototype device with a mini pendulum was designed, fab-

ricated, and tested in laboratory. Results of theoretical and numerical studies were

validated with experimental measurements.

2.1 Proposed Device Architecture

The proposed device architecture is schematically shown in Figure 2.1. The device

consists of a pendulum and an energy converter. The pendulum has effective length and

mass of L and M , respectively. After passing through a rectifier (REC), the generated

electricity is delivered to an electric load, Ld. The energy converter consists of a rotor

and a stator. A cylindrical permanent magnet that is free to rotate about its axis is used

as the rotor. The stator consists of two sets of coils fixed to the housing, as schematically

shown in Figure 2.2(a). When attached to a vibrating body (energy source), mechanical
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energy is coupled into the device through the swing of the pendulum, which then

generates electricity because of magnetic induction. Considering the case of vertical

excitation and assuming that the device is significantly small compared to the source

such that the effect of the device dynamics on the vibration of the source is negligible,

the equation of motion of the device can be written as

(

ML+
J

L

)

θ̈(t) + CmLθ̇(t) +M [g + ÿ0(t)] sin θ + Fem
ρw
L

= 0 (2.1)

where θ represents the angular position of the pendulum, J the moment inertia of the

magnet and other rotating components, Cm the intrinsic viscous mechanical damping

of the device, Fem the total tangential electromotive force generated by the coils, and

ρw denotes the effective radius of the coils (Figure 2.1).

In order to focus on the mechanism of the energy harvesting method, the following

assumptions are made.

1. The two sets of coils A and B are identical and positioned so that they are orthog-

onal to each other (Figure 2.2(a)). Symbols eA, eB and iA, iB respectively denote

the instantaneous electromotive forces and currents in the respective winding.

When at rest, the position of the magnet is specified by the angle between the

magnetic axis and the center-line of one of the windings, φ (Figure 2.2(b));

2. The spatial distribution of magnetic flux density outside the rotor surface in the

peripheral direction is sinusoidal, i.e. B(ρ, φ) = Bm(ρ) cos(φ), ρ ≥ ρR, where

Bm(ρ) is the amplitude of the magnetic flux density at the radius ρ, which nearly

decays exponentially with ρ. Symbol ρR denotes the radius of the magnet;

3. Windings A and B are connected to resistive electrical loads with the same resis-

tance;
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Figure 2.2: Schematic diagram of inductive energy converter and equivalent circuit.

4. No ferro-magnetic material is used as a core of the stator; eddy current and

hysteresis loss are thus ignored.

It is noted that the electrical load circuit is assumed to be pure resistive. Such assump-

tion may be violated in real-world applications, in which more complicated circuits may

be involved. However, for applications with relatively simple circuits, such as the RLC

circuits, the frequencies of which are normally orders of magnitude higher than that of

the device, the effects of inductance and capacitance may be ignored due to such sig-

nificant frequency mismatch. Under these assumptions, the equivalent electrical circuit

of each winding is schematically shown in Figure 2.2(c), where rw and Lw denote the

internal resistance and the inductance of the winding, respectively. The resistance of

the electrical load is denoted by RL.

When the magnet rotates, the induced electromotive force across the two terminals

of each winding is















eA = 2Keθ̇ sin(θ + φ)

eB = 2Keθ̇ cos(θ + φ)

Ke = WKwBmwlRρw (2.2)
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where W is the total number of turns (in series) of each winding, Kw ≤ 1 the winding

coefficient considering the distribution and short-pitch effects of the coils, lR the length

of the magnet, and Bmw is the maximum magnetic flux density at the centroid of the

winding in the circumferential direction.

Based on Assumptions 3 and 4 and considering that the inductance of the winding

is negligible at low frequencies, the currents in the windings can be approximated as

ip ≈ ep/(rw + RL), p = A or B. Using equation (2.2), the tangential electromagnetic

force applied to the magnet can be written as















FemA = Ĉeθ̇ sin
2(θ + φ)

FemB = Ĉeθ̇ cos
2(θ + φ)

Ĉe =
(2Ke)

2

(rw +RL)ρw
(2.3)

Thus, the total electromagnetic force Fem due to the two windings is Fem = FemA +

FemB = Ĉeθ̇ which is equivalent to a viscous damping force, with a damping coefficient,

Ĉe. The governing equation of the dynamics of the device can then be rewritten as

(

ML+
J

L

)

θ̈(t) + CLθ̇(t) +M [g + ÿ0(t)] sin θ = 0 (2.4)

where C = Cm + Ce and

Ce =
KCe

rw +RL

, KCe =

(

2Ke

L

)2

(2.5)

Note that Cm represents the unusable portion of the total energy loss of the system,

while Ce represents the portion that can be converted to electricity. As rw, RL > 0, the

maximum achievable value of Ce is

Ce,max =
KCe

rw
(2.6)
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Furthermore, as there is no core loss according to Assumption 4, the total electrical

energy is delivered to the electrical load RL and the internal resistance of the coil,

rw. Denoting the total mechanical power dissipated as P1, total electrical power gen-

erated as P2, and electrical power delivered to the electrical load as PL, the following

relationships are readily established.

P2 =
Ce

Cm + Ce
P1, PL =

RL

rw +RL

P2 (2.7)

The energy transfer efficiency of the system can be defined as

ηtr =
PL
P1

=
γRr

(1 + γRr)[1 + (1 + γRr)γrC ]
, γRr =

RL

rw
, γrC =

rwCm
KCe

(2.8)

Note that the efficiency defined in (2.8) is related to the device property and the

electrical load connected; it is independent of the level of external vibration.

2.2 Theoretical Analysis

2.2.1 Dynamics Response

In this study, harmonic excitations, i.e. y0(t) = A cosΩt, were considered. Under

low-level excitations, equation (2.4) can be simplified as

θ̈(t) + 2βωnθ̇(t) +
[

ω2
n − qΩ2 cosΩt

] [

θ(t) + γθ3(t)
]

= 0 (2.9)

where ωn =
√

g/(Lλ), β = C/(2ωnMλ), λ = 1 + J/(ML2) and γ = −1/6. Note that

λ ≥ 1 represents the effect of moment inertia of the magnet, which is equivalent to

increasing the mass and length of the pendulum. The level of vibration of the source

is represented by the normalized amplitude, q = A/(Lλ). When the excitation is
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characterized by acceleration with amplitude of Ae = AΩ2, the normalized amplitude

of the excitation becomes q = Ae/[g(Ω/ωn)
2].

For low-level excitation and damping, i.e. β, q << 1, it is convenient to introduce a

scaling factor ǫ << 1 such that β = ǫβ̄, q = ǫq̄, γ = ǫγ̄. Ignoring the terms associated

with ǫ2, Equation (2.9) can be written as [70]

θ̈(t) + 2ǫβ̄ωnθ̇(t) +

[

1− ǫq̄

(

Ω

ωn

)2

cosΩt

]

ω2
nθ(t) + ǫγ̄ω2

nθ
3(t) = 0 (2.10)

Equation (2.10) represents a general form of a parametrically excited oscillator with

cubic nonlinear stiffness and viscous damping. It has been shown that the condition

for a stable 2:1 subharmonic oscillation to exist is [71]

µ ≤ 1, µ =
β

q
(2.11)

which indicates that the maximum level of total viscous damping allowed for a stable

response is Cmax = 2ωnMλq. For a device with a certain level of intrinsic damping,

Cm, (2.11) defines the minimum level of excitation required as qmin = Cm/(2ωnMλ).

Considering the case of near-resonant excitation, i.e.

Ω = 2ωn + ǫσωn (2.12)

where σ is the so-called detuning parameter and using the multi-scale method, the

system response in steady state can be approximately obtained as [70]

θ(t) ≈ a

{

cos

[

1

2
(Ωt− ψ)

]

+
1

24
Γ cos

[

3

2
(Ωt− ψ)

]

− 1

4
q

(

Ω

2ωn

)2

cos

[

3

2
(Ωt− 1

3
ψ)

]

}

(2.13)

where Γ ≡ 3
4
γa2. Mathematically, there are two solution sets: Set 1 (a2+, ψ+) and Set
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2 (a2−, ψ−), where

a2± =
4ǫ

3γ

(

σ ±
√
S
)

, tanψ± =
2β

±ǫ
√

(S)
,

√
S =

2q

ǫ

√

(

1 +
ǫσ

2

)4

− µ2 (2.14)

It is clear that the necessary condition for the above solutions to exist is S ≥ 0, i.e.

1 + ǫσ
2
≥ √

µ. Such condition renders, mathematically, two conditions, one of which is

ǫσ ≥ ν0, ν0 = −2(1−√
µ) (2.15)

and the other, ǫσ ≤ −2(1 − √
µ), which corresponds to excitations with negative

frequencies; it is thus ignored in this study.

Using the results in [70], it can be shown that the solutions indicated in (2.14) are

unstable under the following condition

3

4
γa2±

(

3

4
γa2± − σ

)

< 0 (2.16)

More specifically, for a system with softening type nonlinearity (γ < 0), e.g. for the

case of a pendulum, γ = −1
6
, the above condition indicates that the solution Set 1 (a2+,

ψ+) is unstable whereas solution Set 2 (a2−, ψ−) is stable. For the case of hardening type

nonlinearity, reverse conclusion can be obtained. Only the stable solution is physically

observable. Particularly, for the softening type, as a2 ≥ 0, it is necessary that σ ≤ ±
√
S

for a solution to exist. Ignoring the unstable solution as well as the terms with orders

higher than ǫ, such condition, in combination with (2.15), defines the bandwidth of the

system to be

ν0 ≤ ǫσ ≤ ν, ν =
1− µ2

√

1− µ2/(2q)− 1
(2.17)

Note that for the unstable solution, a2+ defines another critical frequency and to the
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first order approximation with regard to ǫ, that is

ν = − 1− µ2

√

1− µ2/(2q) + 1
(2.18)

For low-level excitations, ν > ν1 > ν0. When ν1 < ǫσ < ν, the system will bound

to have a nonzero response, whereas, when ν0 < ǫσ < ν1, whether the system has

a nonzero response depends on the initial condition of the system [71]. Thus the

system bandwidth is at least ν − ν1 ≈ 4q
√

1− µ2, with the possibility of expanding to

ν − ν0 ≈ 2(1 − √
µ) − 2q

√

1− µ2. Clearly, lower damping level corresponds to larger

bandwidth, which is opposite to the case of linear oscillator where a higher damping

level enlarges bandwidth. It is noted, however, (2.17) may overestimate the bandwidth

of the system, especially for systems with very low damping levels as the approximate

solution is only valid in the vicinity of resonance, i.e. ǫσ << 1.

2.2.2 Power Output

Mechanical energy from a vibrating source is harvested through the damping mecha-

nism of the system. The total instantaneous power dissipated is

p1(t) = C
[

Lθ̇(t)
]2

(2.19)

Using the approximate analytical expression of the system response (2.13) and the defi-

nition of µ in (2.11), the average power P1 over one period can be written approximately

as

P1 = kµα2
(

q
√

α4 − µ2 − α + 1
)

Λ (2.20)

where α = 1 + ǫσ/2, k = 8CmaxgL/λ and

Λ = 1 +

(

1

8
Γ

)2

+

(

3

4
q

)2

α4 +
1

32
Γq
√

α4 − µ2 (2.21)
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2.2.2.1 Optimal damping level

For the case of low-level and near-resonant excitation (q, (1 − α) << 1), the average

total power, P1 can be simplified as

P1 = kµ
(

q
√

1− µ2 + 1− α
)

(2.22)

There exists an optimal value of the normalized damping coefficient, µ, such that

the dissipated power is maximized. Differentiating P1 with respect to µ, to the first

order approximation, the optimal damping can be obtained as

µopt =
1√
2

√

1− δ2 + δ
√
δ2 + 2, δ =

1− α

2q
(2.23)

The maximal power, P1 can be written as

P1max = kq
(

1 + 2
√
2δ
)

(2.24)

Using (2.23) and (2.24), the maximum power can be written as

P1max =
1

2
k(1− α)





√

1− µ2
opt

2µ2
opt − 1

+
√
2



 (2.25)

At exact resonance, i.e. α = 1, µopt = 1/
√
2, the maximum power becomes P1max =

1
2
kq.

2.2.2.2 Power delivered to electrical load

The optimal power (P1) discussed previously represents the maximum capacity of the

device to dissipate energy from the source, which includes the power dissipated by the
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mechanical damping, power dissipated by the internal resistance of the windings and

the electrical load. Thus, the actual power delivered to the load, PL, can be written as

PL =
RL

rw +RL

Ce
Cm + Ce

P1 (2.26)

Due to the intrinsic damping of the device, Cm and the condition in (2.11), there

is an upper limit of the allowable level of electrical damping, i.e. Ce < CMe, where

CMe = Cmax − Cm. Therefore, the maximum electrical load (with minimal resistance)

the device can power is

RL,min =
KCe

Cle
− rw, Cle = min {CMe, Ce,max} (2.27)

In an ideal case where there is no internal loss, i.e. rw = 0 and Cm = 0, the optimal

damping level in (2.23) corresponds to the optimal electrical load that maximizes the

electrical power output, PL = P1. In reality, as rw, Cm 6= 0, PL < P1, the damping

level, denoted as µoptR, that maximizes the electrical power, PL is generally lower than

µoptR in (15). However, an analytical expression of the optimal damping level, µoptR

cannot be obtained.

Two cases should be noted where the optimal condition cannot be achieved: Case 1

where the internal resistance, rw, is such that rw >
KCe

CoptR−Cm
where CoptR is the optimal

total damping coefficient and Case 2 where Cm > CoptR. In both cases, the power

delivered to the electrical load monotonically increases as RL decreases and it reaches

the maximum value when RL = RL,min. In general, if Cm < CoptR < CMe < Ce,max, the

optimal conditions can be satisfied. As CMe is proportional to the excitation level, i.e.

Ae or q, devices with low intrinsic damping and low internal resistance are particularly

desired for strong excitations so that the capacity of the device can be fully achieved.
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2.2.3 Electromotive Forces and Voltages

In this section, the analytical approximations of the electromotive force of each winding

and the voltage across the load are presented.

Equation (2.13) can be rewritten as

θ(t) = a cos

(

ωnt−
1

2
ψ

)

+ a3 cos (3ωnt− ψ3) (2.28)

where

a3 =
aq

12

√

4 + 5µ2 + χ
(

χ− 4
√

α4 − µ2
)

tanψ3 =

(

χ+
√

α4 − µ2
)

sin
(

3
2
ψ
)

+ 3α2 sin ψ
2

(

χ+
√

α4 − µ2
)

cos
(

3
2
ψ
)

+ 3α2 cos ψ
2

(2.29)

χ =
1− α

q

In this study, low-level vibrations was of interest, thus, it was assumed that a < 1.

Using fact that sin θ = θ − θ3/6 + O(θ5) and cos θ = 1 − θ2/2 + θ4/24 + O(θ6), (2.2)

can be approximately written as

eA =−Keωn

{[

G1 sin

(

ωnt−
ψ

2

)

+G3 sin (ωnt− ν3)

]

sinφ

+ [G2 sin (2ωnt− ψ) +G4 sin (4ωnt− ν4)] cosφ}

eB =−Keωn

{[

G1 sin

(

ωnt−
ψ

2

)

+G3 sin (ωnt− ν3)

]

cosφ

+ [G2 sin (2ωnt− ψ) +G4 sin (4ωnt− ν4)] sinφ}

(2.30)

where

G1 = a

(

2− a2

4

)

, G2 = a2
(

1− a2

12

)

(2.31)
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and

G3 =
√

g231 + g232 + 2g31g32 cos (ψ3 − 3ψ/2), G4 =
√

g241 + g242 + 2g41g42 cos (ψ3 − 3ψ/2)

tan ν3 =
g31 sinψ3 + g32 sin (3ψ/2)

g31 cosψ3 + g32 cos (3ψ/2)
, tan ν4 =

g41 sin 2ψ + g42 sin (ψ3 + ψ/2)

g41 cos 2ψ + g42 cos (ψ3 + ψ/2)

g31 = 6a3

(

1− a2

4

)

, g32 = −a
3

4
, g41 = −a

4

24
, g42 = aa3

(

4− 5

8
a2
)

(2.32)

In the cases where a << 1, to the first approximation, G1 = 2a and G2 = G3 = G4 = 0,

the electromotive forces are dominated by the oscillation with the natural frequency of

the system.

Using (2.30), (2.31), and (2.32), the effective values of the electromotive forces can

be determined approximately as

EA =
1√
2
KeωnHgA, H2

gA =
(

G2
1 +G2

3

)

sin2 φ+
(

G2
2 +G2

4

)

cos2 φ

EB =
1√
2
KeωnHgB, H2

gB =
(

G2
1 +G2

3

)

cos2 φ+
(

G2
2 +G2

4

)

sin2 φ

(2.33)

Note that

H2
gA +H2

gB = G2
1 +G2

2 +G2
3 +G2

4 = H2
g (2.34)

which indicates that total energy harvested via the two windings is invariant with the

initial orientation of the magnet, i.e. φ.

For the case of φ = 45o, the two windings are symmetric about the magnetic axis.

Thus,

EA = EB =
1√
2
KeωnHg (2.35)

If the third harmonic is so small that a3 << a, it can be ignored and thus, the effective

values can be simplified as

EA = EB = Keωna (2.36)
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The voltages across the windings can be obtained as

VA = VB = Keωna
RL

rw +RL

(2.37)

2.3 Experiments

2.3.1 Prototype Device

A prototype device was fabricated based on the design described previously (Figures

1 and 2). The pendulum consisted of a plastic arm with mass measured at 5.6 g and

copper screws as the tip mass, measured atMb = 9.9 g. A cylindrical rare-earth magnet

with a mass of 0.0241 kg, a radius of ρR = 6.35 mm and a length of lR = 2.54 cm was

used as the rotor of the generator. The volume of the device was approximately 13 cm3

(roughly 0.8 in.3).

Considering the mass and the overhanging portion of the pendulum arm, the equiva-

lent length and mass of the pendulum were found to be 5.95 cm and 12.9 g, respectively.

The moment inertia of the device was calculated to be J = 1
2
M2

Rρ
2
R = 4.86×10−7 Kg-m2

and λ = 1.011. The natural frequency of the device was calculated to be 2.04 Hz.

The magnet was diametrically magnetized with the maximum surface magnetic flux

density measured at 0.549 T. The distribution of the magnetic flux density in both the

radial and perimetrical directions was measured with a DC Magnetometer (AlphaLab

Inc., measurement range: ±19, 999 gauss ±2% in 301̃10 oF). The results are shown in

Figure 2.3. It is seen that the magnetic flux density is inversely proportional to the

third power of the distance away from the surface, whereas in the perimetrical direction,

it fluctuates in a pattern close to a sinusoidal function. Such measurements confirmed

Assumption 2.
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Figure 2.3: Magnetic flux density
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The two windings were fabricated using AWG #44 copper wire. Each winding had

W = 2400 turns and the resistances were measured at 1380 ohms and 1420 ohms,

respectively. The winding coefficient was calculated to be Kw = 0.758 [72, 73]. The

windings covered the entire surface of the magnet and the centroid of the windings in

the radial direction was measured at ρw = 7.6 mm from the magnet surface, giving

the equivalent magnetic flux density of Bmw = 0.386 T. The coefficient, Ke, defined in

(2.2) was then obtained as Ke = 0.1328 T-m2.

2.3.2 Experiment Setup

Figure 2.4 shows the experiment setup. The equipment and instruments included a

shaker (Model LW-126-13, Labworks Inc.), a video camera (Model DCR-TRV30 NTSC,

Sony Inc.) for recording the swinging motion of the pendulum against an angular scale

mounted on the device, a digital phosphor oscilloscope (Model DPO3040, Tektronix)

for measuring the output voltage, and an electrical load circuit. In experiments, initial

orientation of the magnet in the device was fixed 45o.

2.3.3 Results

2.3.3.1 Device characterization

Free vibration test was first performed to identify the dynamic properties of the device.

The natural frequency of the device was identified to be 2.03 Hz; the viscous damping

ratio was identified to be ξ = 0.55%.

2.3.3.2 Device performance

The frequency response of the device was first investigated. The electrical load was

fixed at 15 kohm and the excitation amplitude was fixed at 0.14g. The results are sum-
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Figure 2.4: Experiment setup

marized in Figure 2.5. The effective values of the power delivered to the electrical load,

PL, were calculated based on the measured waveform of the voltage across the electrical

load of each winding. The results from numerical simulation using MATLAB c© (solver

ODE45) and theoretical approximations are both shown for comparison. The results

from the experiments are in excellent agreement with those from numerical simulation.

While the simulation demonstrated that the cut-off frequency was approximately 2.2 Hz

with the effective value of electrical power being approximately 1.2 mW, due to the lim-

itation on the capacity of the shaker, frequencies lower than 3 Hz could not be achieved

experimentally. Theoretical approximations were quite consistent with simulation and

experimental results when the frequency deviation, ǫσ, was small, i.e., smaller than

0.4. For ǫσ > 0.4, larger errors were observed. Such increasing inconsistency may have

been due to the violation of the assumption of small ǫσ that was used in the theoretical

approximations. If the system bandwidth is evaluated using half power bandwidth,

the results suggest that the bandwidth of the device is approximately 70% the natural
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Figure 2.5: Frequency response of the device (Ae = 0.14g and RL = 15 kilohms).
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frequency of the device.

The electrical load carrying capacity of the device was then evaluated. Excitations

were fixed at 4 Hz, i.e. α ≈ 0.985. Three levels of excitations, i.e. 0.08g, 0.14g,

and 0.18g, were considered. The relationship between the total dissipated power, P1,

and the normalized damping ratio, µ is shown in Figure 2.6. The results from both

numerical simulations and theoretical approximation are shown for comparison. The

optimal damping level for the three excitations - indicated by the triangular marks -

were found to be 0.82, 0.78, and 0.76, respectively, corresponding to the optimal power

of 0.65mW, 1.40mW and 2.10mW, respectively. These values were consistent with the

theoretical prediction, expressed in (2.25). It is seen that all three results are in good

agreement. While the experimental results closely followed those from simulations,

theoretical approximations overestimated the power. The relationship between the

power delivered to the electrical load, PL, and the electrical load RL is shown in Figure

2.7. Due to symmetry, the results of only one of the windings are shown. Once again,
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the results of theoretical, numerical and experimental studies were consistent, while

the theoretical approximations overestimated the power. The optimal electrical loads

for the three cases (triangular marks) were found to be 4.10 kΩ , 2.15 kΩ, and 1.80

kΩ, respectively, which corresponding to an optimal electrical power of 0.32 mW, 0.62

mW, and 0.78 mW, respectively. It was observed that a higher excitation level not only

increased the power output, it also increased the load carrying capacity of the device.

The effective values of the voltage generated are shown in Figure 2.8. The effective

values were calculated using the measured wave forms of the voltages. As the results

of the two windings were almost identical, the results of only one winding are shown

here. The results from the the numerical simulations were in excellent agreement with

those from the experimental measurements. The theoretical approximations, obtained

from (2.36) demonstrated the same trend, however, the voltages were overestimated.

Such overestimation, as observed in the figures shown previously, may have been due to
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the modeling errors introduced in the simplifications of the non-linearity of the system

as well as the errors in the multi-scale method that was used to obtain analytically

the system response. It is interesting to note that when the electrical load was small,

i.e. RL was far larger than the load capacity of the device, RLmin, the voltage-current

relationship was almost linear. Decreasing load resistance increased the current in the

circuit. The device behaved as an electrical voltage source. For large electrical loads,

especially those close to RLmin, the current varied with voltage in a highly non-linear

fashion. Such non-linear behavior may have been due to the fact that in the vicinity

of the system load capacity, the system response becomes very sensitive to the load

resistance - a small increase in the electrical load (or a small decrease in RL) would

result in a significant reduction in the amplitude of the system response, resulting in

a dramatic voltage drop, thus the current becomes smaller even when the resistance is

lower.
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2.3.4 Comparison with Linear Harvesters

In this section, the performance of the proposed device is compared with that of a

conventional energy harvester based on linear resonance. A linear device with identical

natural frequency (2.03 Hz) and damping ratio (0.55%) is considered. It is assumed

that the magnetic and electrical properties of the linear device are the same as the

those of proposed device. Figure 2.9 shows the comparison of the frequency responses

of the two devices when connected to an electrical load of 15 kohms. It can be seen that

the peak value of the linear device is much higher than that of the proposed device,

however, the bandwidth of the linear device is significantly smaller. The half-power

bandwidth of the linear device is a about 2% the natural frequency, while that of the

proposed device is about 70%. It should be noted that to achieve the peak value of the

linear device shown in Figure 2.9 is difficult if not impossible for at least two reasons.

Firstly, due to the constraint on the size of the device and the limitations of material
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property, it is very difficult to achieve low resonant frequency (especially those below

10 Hz) in a linear device, and secondly, even if a device with a low resonant frequency

(e.g. 4 Hz) may be realized, the amplitude of the internal vibration of the device at

resonance would be so large that the device behavior would already be in the non-linear

regime. For the case considered, at a resonant frequency of 4 Hz, the amplitude of the

device would be on the order of 100 mm, which would be far beyond the limit for linear

behavior considering the length scale of the device (e.g. 10 mm).

2.4 Concluding Remarks

In this chapter, use of parametric resonance to enhance vibration-based energy har-

vesting, especially at low frequencies was investigated. A device with a pendulum

as the moving part and electromagnetic induction as the energy conversion mecha-

nism was proposed and fabricated. Such rigid-body device architecture eliminated the
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requirement of material deformation. Low working frequencies - around 4 Hz - were

achieved. The behavior and performance the device were studied theoretically based on

the multi-scale method and numerically using the Matlab c© (solver ODE45). Compared

with experimental verification, the results of the numerical simulations were found to

be more accurate, while the theoretical analysis in general slightly overestimated the

power in the cases considered.

In contrast to the conventional linear energy harvesting method, where power is

almost inversely proportional to the damping level, in the proposed method, there

exists an optimal damping level (or load resistance) under which the power output is the

maximal. Also, the bandwidth of the proposed device is almost inversely proportional

to the damping level as opposed to the linear method, where the bandwidth reduces

significantly for lower damping levels. Thus, for applications involving low electrical

load, the proposed energy harvesting method may offer better performance than the

linear method.

It should be noted that in this study, focus was placed upon the investigation of the

fundamental aspects of the energy harvesting method based on parametric resonance.

The electrical load was simplified as a resistor. In certain energy harvesting circuits,

the characteristics of the electrical load may be more complicated. The performance

of device under such conditions require further in-depth investigation. However, for

applications with simple circuits, such as the RLC circuits, the results obtained may

still be valid due to the significant frequency mismatch (e.g. 4 Hz versus 1 kHz).
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Chapter 3

FULL POTENTIAL OF NONLINEAR ENERGY HAR-

VESTINGWITHIN POTENTIAL WELL - GLOBAL

RESONANCE

There has recently been a surge of interest in harvesting energy from vibrations with

nonlinear oscillators. This increasing attention is primarily driven by the motivation of

taking advantage of the unique features of nonlinear systems for improved performance

[9, 26, 27, 30, 74]. The most investigated and attractive feature is the phenomenon

of bifurcation. This unique attribute gives rise to orbits with high energy levels un-

der conditions where only low energy levels exist in linear systems. As the majority

of existing schemes use the damping mechanism to harvest energy, generating a large

response is advantageous. Seeking ways to increase the device response is the dominant

trend reported in the literature. In this chapter, we show that, while larger response is

beneficial in linear methods, relying only on increasing the device response with nonlin-

ear approaches can be misleading. In linear devices, the optimal performance occurs at

resonance, where the response is also a maximum because the condition simultaneously

leads to the largest response with a maximum amount of energy dissipation. In nonlin-

ear systems, the conditions are different, particularly in the bifurcation zone. We show

that in the high energy orbits, a larger response does not always result in more energy

being harvested. In fact, the amount of energy harvested from a large response can
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be orders of magnitude lower than that from a lower response. We demonstrate that

the condition for the highest energy dissipation (harvesting) is essentially a generalized

resonance condition, which relies on the frequency match between the system and the

forcing function. In contrast to linear systems, a nonlinear potential well supports a

range of fundamental frequencies, which are strongly correlated with the amplitude

of the response. Because of the direct correlation between damping and the response

amplitude, meeting the resonance condition can be facilitated by variable damping in

a nonlinear system. This chapter also shows that parameterization of the excitation

[69, 70, 75] provides a cross-frequency energy transfer, which extends the resonance con-

dition to multiple zones of the excitation frequency, dramatically widening the working

frequency zone of the system. These unique features are critical in realizing the full

potential of nonlinear energy harvesting, and yet, have largely remained unexplored.

3.1 Theoretical Analysis

3.1.1 Global Resonance Condition

Consider a nonlinear system subjected to a periodic excitation. The governing equation

can be written as:

ẍ+ γẋ+ k(x) = f(t)g(x), (3.1)

where x denotes the displacement, γ is the damping coefficient, f(t) = f(t + Tf ) is

the excitation with a fundamental period of Tf = 2π/ωf , and g(x) denotes the self-

modulation function (parametric excitation). In this study, it was assumed that energy

was harvested through damping. Thus, total damping of the system included the

intrinsic damping of the system and the equivalent electrical damping. The restor-

ing force, k(x) = ∂U(x)/∂x, where U(x) is the potential well function of the sys-

tem, determines the amplitude-dependent fundamental frequency of the undisturbed
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response, ω0. Depending on the amplitude, the fundamental frequency supported by

the potential well is within the range ωmin ≤ ω0 ≤ ωmax. For a periodic excitation

with a frequency content of ωf (≥ ωmin), 2ωf , 3ωf · · · , it is possible to find an ω0 such

that ωf/ω0 = n, where n is a positive integer. The periodic response in the steady-

state (if it exists) can be written as: x(t) =
∑∞

i=1Ari cos (iω0t− φi). Using g(x) =

g(0)+g′(0)x+g′′(0)x2/2!+· · · , it can be shown that if g(n−1)(0) 6= 0 or g(n+1)(0) 6= 0, the

modulated forcing function contains the same fundamental frequency as the response.

Thus, F (t) = f(t)g(x) =
∑∞

i=1Afi cos (iω0t− φfi). The average power dissipation per

cycle is Pd = 1
2
γ
∑∞

i=1 (iAriω0)
2, which must be equal to the input power of the ex-

citation: Pf = 1
T

∫ T

0
f(t)g(x)ẋdt = 1

2

∑∞
i=1 iω0AfiAri sin (φi − φfi), where T = 2π/ω0.

The energy is dissipated and compensated in multiple frequencies. The efficiency of

the external work is indicated by: ηi = sin (φi − φfi) ≤ 1. At the maximum efficiency,

ηi = 1, the velocity and the forcing function are in phase for all participating frequen-

cies. Here, a global resonance condition is defined such that the instantaneous power of

the excitation is always non-negative, pf (t) = F (t)ẋ ≥ 0. The efficiency of the external

work η =
∫ T

0
pf (t)dt

∫ T

0
|pf (t)|dt

= 1 which indicates ηi = 1. Under the global resonance condition,

thus, φi − φfi = π
2
. The modulated forcing function can be expressed in the form

of vector product as F (t) = −yTAf = −Af
Ty, where Af = {Af1, Af2, · · ·Afn · · · }T

and y = {y1, y2, · · · yn · · · }T , and yi = sin(iω0t − φi), i = 1, 2, · · · . The velocity of the

response can be written as ẋ = −Ar
Ty where Ar = {ω0Ar1, 2ω0Ar2, · · ·nω0Arn · · · }T .

The instantaneous power pf (t) = yTAfAr
Ty which can be written in quadratic form

as: pf (t) = yTAy, where A is a matrix with elements aii = iAfiAriω0 and aij =

ω0(jAfiArj + iAfjAri)/2, i 6= j. A non-negative power, pf (t) ≥ 0, requires A to be

positive-semi-definite. Thus, aiiajj ≥ a2ij [76]. This inequality, combined with the

energy conservation required (i.e. Pd = Pf ), gives Afi/(iAri) = γ and consequently,

F (t) = γẋ. Under this condition, Eq. (3.1) is equivalent to the following simultaneous

36



equations:

ẍ+ k(x) = 0 (3.2a)

γẋ = f(t)g(x). (3.2b)

The response is the same as an undisturbed response and belongs to the high-energy

branch.

3.1.2 Comparison with Sub- and Super-harmonic Oscillations

In a general case, the undisturbed response has the frequencies ω0, 2ω0, 3ω0 · · · . Eq.

(3.2b) is the condition that is necessary for a global multi-frequency resonance that re-

quires matching of all of the frequencies. For a linear system, this condition reduces to

the linear resonance. For a nonlinear system, the frequency content of an undisturbed

response is generally amplitude dependent. As such, damping plays an important role

in tuning the system frequencies by changing the amplitude. Conversely, the interac-

tions between the properly designed modulation, g(x), and the excitation facilitates a

frequency match by generating frequencies that do not exist in the original excitation,

but are necessary for resonance. Thus, resonance can be achieved in the frequency

zones that are unmatched with the system, such as the subharmonic oscillation zone,

ωf = nω0, where n > 1 and is an integer. Without modulation, g(x) = 1, subharmonic

oscillations with a large response can occur. However, owing to the frequency mis-

match, the energy dissipation and compensation (i.e. the work done by the excitation)

have different frequencies, resulting in low performance of the energy harvesting. In the

case of a super harmonic oscillation, where ωf =
1
n
ω0, a periodic steady-state response

requires ωf = ω0

n
as the fundamental frequency of the response. Thus, the response

contains the frequencies 1
n
ω0,

2
n
ω0, · · · n−1

n
ω0, ω0,

n+1
n
ω0 · · · . The frequency content of

the undisturbed response is ω0, 2ω0, · · · . The resonance condition in Eq. (3.2b) cannot
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be satisfied because of the frequency mismatch. Tuning the damping and modulation

of the excitation, g(x), may enable a super harmonic oscillation with a large response.

However, the unwanted frequencies in the response cannot be eliminated to satisfy the

resonance requirement. In the special case of a linear oscillator with k(x) = ω2
0x and

g(x) = 1, the natural frequency of the linear system is fixed and Eq. (3.2b) reduces to

the linear resonance condition of ωf = ω0. The response that satisfies this condition

automatically satisfies Eq. (3.2a). Thus, Eq. (3.2b) becomes the condition for linear

resonance. This linear resonance does not depend on damping. A linear device can be

at resonance under different damping levels, all of which maximize the efficiency of the

energy dissipation, i.e. η = 1. Among such damping levels, there is an optimal level

that provides the maximum electrical power. In the nonlinear case, damping is part of

the resonance condition. Thus, maximizing the total dissipated energy by driving the

system into resonance leads to the maximum electrical power that can be harvested.

3.2 Demonstration

3.2.1 Device and Experiment Setup

In this investigation, a prototype was designed and fabricated based on its potential

for application in powering wireless sensors deployed on a structure for long-term au-

tonomous structural monitoring [77]. With supporting circuitry, the device could be

used as a direct power supply or a charging unit for the battery in a sensor. To maxi-

mize the efficiency, the device was designed such that the linear natural frequency fell

within the frequency range of the normal ambient structural vibrations (Fig. 3.1). The

pendulum had an equivalent length of 3.35 cm and an equivalent mass of 0.0124 kg.

The generator included a cylindrical rare-earth magnet as the rotor and two identical

windings as the stator. The magnet was diametrically magnetized with a length of
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(a) (b)

Device

Accelerometer

Figure 3.1: Prototype device: (a) a schematic diagram and (b) the experiment appa-
ratus (the shaker, electrical load and the oscilloscope are not shown).

2.54 cm, a circular cross section of 1.27 cm in diameter and a mass of 0.0241 kg. The

maximum magnetic flux density was measured at 0.549 T on the surface. The windings

were orthogonally oriented and connected to a resistive load, RL. This configuration

ensured that the electromagnetic force induced can be modeled using an equivalent

viscous damping force [78, 79]. The windings were fabricated using AWG #44 copper

wire, each with 2400 turns. The resistances, Rw, were 1380 ohms and 1420 ohms for

the two windings, respectively. The linear fundamental frequency and viscous damping

ratio of the device were ωn = 2.68 Hz and ζm = 6× 10−4, respectively, measured from

free-vibration tests. A shaker (Model LW-126-13, Labworks Inc.) with a real-time ac-

celeration feedback control was used to excite the device. A resistive electrical load was

used to evaluate the device’s energy harvesting performance. The amount of electrical

energy harvested was calculated based on the time histories of the voltage across the

load, measured with a digital phosphor oscilloscope (Model DPO3040, Tektronix).
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3.2.2 Theoretical Results

Assuming the acceleration of the base excitation took the form of ẍ0(t) = Ae cosΩt,

the dynamics of the device could be governed by:

θ̈ + γθ̇ + sin θ = p cos (ωfτ)g(θ), (3.3)

where θ is the angular displacement of the pendulum, (̈ ) and (˙) denote the first and

second derivatives with respect to a scaled time variable τ = ωnt and ωf = Ω/ωn,

p = Ae/g, γ = 2ζ, respectively, where ζ represents the total damping ratio. Parameter-

ization of the excitation is represented by: g(θ) = cos (θ − α), where α = 0 and α = π/2

represent horizontal and vertical excitations, respectively. The frequency range of the

normalized undisturbed system is 0 ≤ ω0 ≤ 1.

The symmetry of the potential well meant that the response only contained odd

harmonics [80], which can be written as: θ(τ) =
∑

iAi cos (iω̂τ − φi) , i = 1, 3, 5 · · · ,

where ω̂ is the fundamental characteristic frequency of the response and may or may

not be within [0, 1], depending on the excitation.

Modulation caused the forcing function to become F (τ) = p cosωfτ cos(θ − α).

Using the Maclaurin series, cos θ = 1− θ2/2+ · · · , it has been established that for hor-

izontal excitations (α = 0), such self-modulation transforms the forcing function from

a single-frequency excitation to an excitation with frequencies of |ωf ± 2mω̂|, where

m = 0, 1, 2, 3 · · · . Eq. (3.3) can only be satisfied when ωf = nω̂, n = 1, 3, 5 · · · . Sim-

ilarly, for vertical excitations (α = π/2) the modulation of sin θ generates a spectrum

where |ωf ± (2m + 1)ω̂|, and requires ωf = nω̂ and n = 2, 4, 6 · · · . For both cases,

0 ≤ ω̂ ≤ 1 is necessary for the response to remain in the high-energy branch. The
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modulated forcing function decomposes to:

F (τ) =
∞
∑

i

Afi cos (iω̂τ − φfi) , i = 1, 3, 5 · · · . (3.4)

For a pendulum, the response is dominated by the lowest harmonics, A1 >> A3 >>

· · · , thus θ ≈ A1 cos(ω̂τ−φ1). The average power dissipated per cycle is Pd ≈ 1
2
γ(ω̂A1)

2.

The average input power is:

Pf =
1

2
pω̂A1 [Jn−1(A1) + Jn+1(A1)] sin(φ1 − φf1), (3.5)

where Ji(·) is the ith Bessel function of the first kind. For a horizontal excitation,

n = 1, 3, 5 · · · . For a vertical excitation, n = 2, 4 · · · . The maximum power is achieved

when φ1 − φf1 =
π
2
, which determines the damping level required for resonance,

γres =
p

ω̂A1

[Jn−1(A1) + Jn+1(A1)] . (3.6)

Modulation of the excitation provides a cross-frequency energy transfer where the actual

forcing function contains the same frequencies as the response. As long as these frequen-

cies are supported by the potential well, the above resonance condition can be met for

higher order subharmonic oscillations. However, for a torque excitation or a standard

Duffing oscillator, where g(x) = 1, while the requirement of ωf = nω̂, n = 1, 3, 5 · · · is

still valid for steady-state response, the dissipated energy can only be compensated by

the external work for a single frequency, ωf . The response is dominated by the first

harmonics, thus, the resonance condition can only be met in the primary zone where

n = 1. A subharmonic oscillation (n > 1) can occur when the system cannot be driven

to resonance because of the frequency mismatch between the response (ω̂) and the

forcing function (ωf = nω̂). The response can be large, but has a significantly low har-

vested power. When n = 1 and ωf = ω̂ > 1, the frequencies are not supported by the
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potential well. Here, bifurcation does not occur and the response is on the low-energy

orbit. When ωf = ω̂ < 1, super harmonic oscillations with a large response are possible.

However, the resonance condition cannot be met because of the additional unwanted

frequencies in the response. Super harmonic oscillations require strong excitations to

maintain, but do not improve the energy harvesting efficiency.

3.3 Results and Discussion

Fig. 3.2 shows the results from theoretical and numerical studies. The numerical

results were obtained using the Dormand-Prince method (MATLAB c© ode45). The

torque, horizontal and vertical excitations were considered. For all cases, the excitation

level was maintained at p = 0.3, i.e. Ae = 0.3g. The damping level used in the

non-resonance cases was kept at γ = 4 × 10−3, corresponding to an electrical load of

approximately 100 kΩ. The damping levels required for resonance were obtained using

Eq. (3.6). Fig. 3.2a shows that the amplitudes obtained numerically agreed with

the theoretical predictions, which are the undisturbed amplitudes. The amplitudes

of the non-resonance responses were generally higher than those at resonance. For

higher excitation frequencies, particularly in the subharmonic regions, the differences

in the amplitudes for the non-resonant and resonant responses were small. This reduced

discrepancy does not automatically indicate that the non-resonant responses were close

to resonance. The proximity to resonance is better illustrated using the phase difference

between the response and the modulated forcing function, ∆φ = φ1 − φf1, as shown

in Fig. 3.2b. The phase differences between the non-resonant responses were far from

π/2. The dissipated power is shown in Fig. 3.2c. While the responses were lower at

resonance, significantly more energy was dissipated than elsewhere. As shown in Fig.

3.2d, the damping levels under the resonance condition were much higher than those

for the non-resonant responses, especially at lower frequencies. As higher damping

42



levels indicate that larger electrical loads are allowed without sacrificing the power

output, this feature is beneficial for applications that require large electrical loads.

The experimental results are outlined in Fig. 3.3. Because of the limitations of the

experiment apparatus, three excitation levels were used: p = 0.05, 0.1, 0.3, for the

different dynamic zones. The results obtained both theoretically and numerically are

also shown for comparison. The actual power delivered to the electrical load was on the

order of mW for the relatively low excitation levels. The phase difference, ∆φ, was found

numerically to be mainly around π/2, indicating resonance. For very low frequencies,

i.e. below 2 Hz, the phase difference deviated from the theoretically predicted π/2.

This was because at lower frequencies, the 3rd harmonic component had a sufficiently

large contribution to the total amount of external work (Fig. 3.3d) and cannot be

ignored in the resonance condition. In this case, Eq. (3.6) is not valid. Resonance

requires matching of both frequencies, i.e. ω0, 3ω0, as predicted by Eq. (3.2b).

3.4 Concluding Remarks

In summary, the potential benefits of nonlinear oscillators in energy harvesting arise

primarily from the fact that a range of “natural”frequencies are supported in the po-

tential well, as indicated by the bent response curve of an undisturbed system. As a

fundamental frequency and its higher order counterparts represent the inherent con-

version rate of the kinetic and potential energies of a system, it was demonstrated that

when external forces were in pace with the rate (i.e. the frequencies were matched),

multi-frequency resonance could occur. The dissipated energy was compensated instan-

taneously without distorting the system energy. Thus, the energy harvesting efficiency

was maximized. Such a multi-frequency resonance is beneficial for energy harvesting,

particularly for periodic broadband vibrations in which steady state responses exist.

Linear resonance is a special case of the generalized global resonance condition. Be-
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Figure 3.2: Results of theoretical and numerical studies for the resonance and non-
resonance cases under three types of excitations (torque, vertical and horizontal) with
the same amplitude of p = 0.3. (a) A response curve of the angular displacement, (b)
the phase angle between the response and forcing function, (c) the dissipated power
and (d) the damping levels. Red: torque excitation, green: vertical excitation, and
blue: horizontal excitation.
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cause of the principle of superposition, in a linear system, the response from the linear

resonance coexists with the non-resonant response, as long as the correct frequency

is provided in the excitation. In a nonlinear system, the principle of superposition is

generally not applicable. The condition of global resonance is more stringent and may

be difficult to achieve and maintain in a passive system. Thus, the effectiveness of the

commonly adopted passive nonlinear energy harvesting methodology is limited. The

fact that this condition involves more system parameters offers more opportunities in

tuning the system to stay at resonance. As demonstrated, achieving nonlinear reso-

nance can be facilitated by tuning the damping and modulation of the excitation. A

paradigm shift towards active approaches appears to be necessary for reaping the full

potential offered by the richness and versatility of nonlinear dynamics.
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Chapter 4

POTENTIAL OF USING GLOBAL RESONANCE

TO ENHANCE ENERGY HARVESTING PERFOR-

MANCE

In vibration energy harvesting, frequency response of the harvesting device has been

used as the primary metric in performance evaluation. For linear approaches, the

frequency response curve shows that devices can perform well (i.e. efficiently) when the

excitation is only within a frequency range defined by the half-power bandwidth of the

device’s fundamental frequency. For ambient vibrations in which energy is distributed

over a wide spectrum of frequencies or the dominating frequency is time-varying, linear

devices become less efficient. Seeking ways to broaden the device bandwidth is the

dominant trend as reported in the literature. Motivated by the unique characteristics

of nonlinear systems, which seem intuitively beneficial for widening the bandwidth,

nonlinearity has been intentionally introduced to vibration energy harvesting devices

in recent decades ([9, 10]). The frequency response curve shows that a nonlinear device

has a broader bandwidth than its linear counterpart ([47, 50, 78, 79, 81, 82]). However,

it is noted that the principle of superposition does not apply to nonlinear systems.

Thus, the “broadband” performance does not indicate that the nonlinear device will

have improved performance under multi-frequency excitation. On the contrary, it has

been shown that nonlinear devices may not offer any benefit under multi-frequency
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excitation ([59–62]).

In addition, since mechanical energy is mostly harvested through damping ([63]),

generating a large-amplitude response is intuitively beneficial for vibration energy har-

vesting. Seeking ways to increase device response is thus the essential manner to en-

hance device performance in the majority of existing schemes. However, while increas-

ing the device response amplitude is advantageous to linear approaches, it may not

improve performance for nonlinear devices. In linear devices, the optimal performance

occurs at resonance. The largest-amplitude response and the maximum amount of

energy harvested are simultaneously achieved at the resonant condition. In nonlinear

devices, the conditions for optimal performance are different. A recent study has shown

that a nonlinear device can obtain optimal performance only at global resonance, where

the corresponding response amplitude is not at a maximum ([83]).

In this chapter, therefore, fundamental issues are addressed with respect to band-

width and nonlinear resonance to enhance energy harvesting performance. It is shown

that using bandwidth as a performance criterion may be problematic for linear devices,

and it may be misleading when extended to nonlinear devices. To address the use of a

large-amplitude response to enhance nonlinear energy harvesting, this study compares

the device performance at the global resonance to that at the so-called nonlinear res-

onance, and thus reveal the real potential of nonlinear approaches in vibration energy

harvesting.

4.1 Governing Equation

Consider an electromechanical energy harvesting device driven by a periodic excitation

and assume that the electrical load of the device is purely resistive. The governing
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equation of the device dynamics can be generally written as

mẍ+ cmẋ+
∂V (x)

∂x
+ κy = f(x, t) , (4.1a)

αẏ + βy = κẋ , (4.1b)

where x denotes the displacement of the seismic mass m, ( ˙ ) and ( ¨ ), respectively,

represent the first and second derivatives of x with respect to the time t, cm is the me-

chanical damping coefficient, V (x) is the potential well function of the system, κ is the

linear electromechanical coupling coefficient, and f(x, t) = f(x, t+T ) denotes the gen-

eral external force with a fundamental period of T , including parametrical excitations

(e.g. f(x, t) = p(t) sin x where p(t) is the external excitation). For inductive devices,

y, α and β represent the induced current, the inductance of the winding, and the total

resistance, respectively. For capacitive ones, they represent the induced voltage, the

capacitance of the piezoelectric element, and the load conductance, respectively. In

this study, assuming α << β and considering low-frequency excitations, the electrome-

chanical coupling, Equation (4.1b), can be approximated as an algebraic relationship,

i.e. βy = κẋ. The governing equation is thus simplified as

ẍ+ γẋ+
∂U(x)

∂x
= F (x, t) , (4.2)

in which the total system damping coefficient is defined as γ = cm+κ2/β
m

, and U(x) =

V (x)
m

, F (x, t) = f(x,t)
m

.
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4.2 Bandwidth

4.2.1 Linear System

Considering a linear device (i.e. U(x) = 1
2
ω2
nx

2 where ωn is the natural frequency)

driven by a single-frequency excitation (e.g. F (x, t) = Ae cosωt), the average power

dissipated by damping within the period of T = 2π
ω

is calculated to be

Pd =
1

T

∫ T

0

γẋ2dt =

A2
e

2
γ
ω2
n
r2

(1− r2)2 +
(

γ
ωn
r
)2 , (4.3)

where r = ω
ωn
. From Equation (4.3), dividing by A2

e

2
normalizes the average power Pd,

as

P̄d =

γ
ω2
n
r2

(1− r2)2 +
(

γ
ωn
r
)2 . (4.4)

The response amplitude is calculated as

XA =

Ae

ω2
n

√

(1− r2)2 +
(

γ
ωn
r
)2
. (4.5)

According to Equations (4.4) and (4.5), it can be seen that when r = 1 (i.e. ω = ωn),

the normalized average power P̄d and the response amplitude XA are simultaneously

maximized:

P̄dmax
=

1

γ
, (4.6a)

XAmax
=

Ae
γωn

. (4.6b)

It can be seen that the maximum normalized average power P̄dmax
and the maximum

response amplitude XAmax
are inversely proportional to the total damping γ. Equa-

tions (4.6a) and (4.6b) also confirm that increasing the device response amplitude by
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decreasing the total damping is beneficial for energy harvesting performance.

Based on the definition of the half-power bandwidth, the cutoff frequencies (see

Figure 4.1) satisfy the condition P̄d

P̄dmax

= 1
2
, and thus can be derived as

r1,2 =

√

√

√

√

1 + 2

(

γ

2ωn

)2

± 2

(

γ

2ωn

)

√

1 +

(

γ

2ωn

)2

. (4.7)

Then, the half-power bandwidth of a linear device is obtained as

BW = ωn (r1 − r2) = γ . (4.8)

Equation (4.8) shows that the half-power bandwidth of a linear device is proportional

to the total damping coefficient γ and is independent of the excitation level Ae.

A linear device with a natural frequency of ωn = 1 rad·s−1 was used as an illustrative

example. Three damping levels were considered: γ = 0.2, 0.5, and 1 N·s·m−1·kg−1. The

excitation level was fixed at the same level. Figure 4.1 shows the frequency response

curve for the normalized average power. It can be seen that γ = 1 N·s·m−1·kg−1

gives the largest bandwidth in the three cases considered, as theoretically predicted by

Equation (4.8). If the bandwidth is used as the criterion to measure device performance,

for this example a linear device with γ = 1 N·s·m−1·kg−1 would be the best design.

However, the objective of vibration energy harvesting is to harvest as much energy

as possible from the excitation. Assuming multi-frequency excitation, the design with

γ = 1 N·s·m−1·kg−1 would provide the best performance only when the excitation

frequencies are outside of the range defined by EF . When the excitation frequencies

are within the range defined by CD, the design with the largest bandwidth becomes the

worst among the three cases considered. As theoretically predicted by Equation (4.6a),

the broadened bandwidth is achieved at the cost of significant reduction of energy

harvested at resonance. Therefore, when using a linear device to harvest energy from

51



0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

r

P̄
d

 

 

F

A B

E C D

BW

BW

BW

γ=0.2 N⋅s/(m⋅kg)

γ=0.5 N⋅s/(m⋅kg)

γ=1 N⋅s/(m⋅kg)

Figure 4.1: Frequency response curve for the normalized average power dissipated of a
linear system.

multi-frequency excitation, achieving resonance is more beneficial for enhanced energy

harvesting performance than broadening device bandwidth.

4.2.2 Nonlinear System

For a nonlinear device, a single-frequency response curve for its average power dissipated

depends not only on the system parameters, but also on the excitation level, and thus

the half-power bandwidth. Since closed-form solutions for nonlinear systems shown in

Equation (4.2) do not exist, it is impossible to theoretically obtain the relation of the

half-power bandwidth with respect to the system parameters of a nonlinear device and

the excitation level. In this study, the half-power bandwidth of a nonlinear device is

numerically investigated through the Dormand-Prince method (ode45 in MATLAB R©),

and is defined by the frequency range between the half-power cut-off frequency and
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the jump-off frequency. Two nonlinear systems were considered: one with a softening

nonlinearity, i.e. U(x) = 1
2
x2 − 1

24
x4, and the other one with a hardening nonlinearity,

i.e. U(x) = 1
2
x2 + 1

24
x4. The effects of the system damping and the excitation level

on the device bandwidth were investigated respectively. The numerical results for the

two nonlinear systems under single-frequency excitation (i.e. F (x, t) = Ae cosωt) are

summarized in Figure 4.2. Figure 4.2 (a) and (b) describe the effects of the system

damping on the single-frequency response curve for the average power dissipated (i.e.

Pd = 1
T

∫ T

0
γẋ2dt where T = 2π

ω
) of the two nonlinear systems, respectively. The ex-

citation level was fixed at Ae = 0.2 m·s−2, and three damping levels of γ = 0.1, 0.2,

and 0.3 N·s·m−1·kg−1 were considered. When the effect of nonlinearity on device dy-

manics could not be ignored (e.g. γ < 0.3 N·s·m−1·kg−1), the half-power bandwidth

and maximum average power dissipated were reduced as the damping level increased.

However, when the response was small enough (e.g. γ ≥ 0.3 N·s·m−1·kg−1) so that the

effect of nonlinearity on device dynamics could be ignored, the nonlinear systems were

equivalent to linear systems, and thus, the half-power bandwidth could be estimated

by Equation (4.8). Figure 4.2 (c) and (d) show the relation of the device performance

to the excitation level. The damping level was maintained at γ = 0.2 N·s·m−1·kg−1,

and three excitation levels were used: Ae = 0.2, 0.3, and 0.4 m·s−2. It can be seen

that a higher excitation level corresponded to a larger half-power bandwidth and aver-

age power dissipated. For the device with a soften nonlinearity, increasing excitation

level could reduce the half-power bandwidth due to system stability limitations (see

Figure 4.2 (c)).

According to the single-frequency response curves, nonlinear systems may perform

well over a broad spectrum of frequencies. Since the principle of superposition does not

apply, however, such “broadband” performance cannot be used to predict the perfor-

mance of nonlinear systems under multi-frequency excitation. As shown in Figure 4.3,

for example, the average power dissipated by the first nonlinear system under exci-
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Figure 4.2: Frequency response curves for average power dissipated in two nonlinear
systems, i.e. Pd =

1
T

∫ T

0
γẋ2dt where T = 2π

ω
. (a) and (c): U(x) = 1

2
x2 − 1

24
x4; (b) and

(d): U(x) = 1
2
x2 + 1

24
x4.
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Figure 4.3: Frequency response curves for average power dissipated Pd in two nonlinear
systems: (a) U(x) = 1

2
x2 − 1

24
x4, γ = 0.1 N·s·m−1·kg−1, and Ae = 0.15 m·s−2; (b)

U(x) = 1
2
x2 + 1

24
x4, γ = 0.1 N·s·m−1·kg−1, and Ae = 0.2 m·s−2.

tations A and B was Pd(A) = 0.1078 W·kg−1 and Pd(B) = 0.1015 W·kg−1, respec-

tively; the average power dissipated by the second one under excitations C and D was

Pd(C) = 0.1184 W·kg−1 and Pd(D) = 0.1855 W·kg−1, respectively. When the excita-

tion contained the two frequencies, however, the average power dissipated through the

first system was Pd(A + B) = 0.0109 W·kg−1, while the average power dissipated by

the second device was Pd(C + D) = 0.1405 W·kg−1. It can be seen that the average

power dissipated under multi-frequency excitation was smaller than the sum of the

average power dissipated under the single-frequency excitations. For the device with

a softening nonlinearity shown in Figure 4.3(a), the average power dissipated under

multi-frequency excitation (i.e. Pd(A+B)) was even orders of magnitude smaller than

that from either of the single-frequency excitations. The time histories of power dis-

sipation of the two nonlinear systems under multi-frequency excitation are shown in

Figure 4.4 (a) and (b), respectively.
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Figure 4.4: Time histories for instantaneous power dissipated (i.e. pd(t) = γẋ2 in two
nonlinear systems: (a) U(x) = 1
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24
x4, γ = 0.1 N·s·m−1·kg−1, and Ae = 0.15 m·s−2;

(b) U(x) = 1
2
x2 + 1

24
x4, γ = 0.1 N·s·m−1·kg−1, and Ae = 0.2 m·s−2.

4.3 Large-Amplitude Response and Nonlinear Res-

onance

For a dynamic system (as shown in Equation (4.2)), it has shown that the system can

be at global resonance with the excitation only when the following condition is satisfied

([83]),

γẋu = F (x, t) , (4.9)

where the undisturbed response xu is a response of the conservative system underlying

Equation (4.2) (i.e. γ = 0 and F (x, t) = 0) with an initial displacement. For a linear

system, the global resonance condition (i.e. Equation (4.9)) reduces to the linear reso-

nance condition, ω = ωn. For a nonlinear system, Equation (4.9) shows that except for

the requirement of a frequency match between the excitation and the system, damping

also plays a significant role in the global resonance condition. When the system is at

global resonance, it is easy to derive the system energy E(t) = ẋ2u
2
+U(xu) = Constant,

while the instantaneous power of the excitation is pf (t) = F (x, t)ẋu = γẋ2u = pd(t) ≥ 0,

which shows that the instantaneous power dissipated equals to the instantaneous power
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of the excitation, and the instantaneous power of the excitation is always non-negative,

resulting in the maximum efficiency of the excitation work.

Different from the global resonance condition, however, resonance is conventionally

regarded as the phenomenon that under specific excitations, the system can generate

response with greater amplitude. For nonlinear systems, therefore, the responses with

high energy levels in the bifurcation zone are traditionally defined as the nonlinear

resonance responses. A branch with high-energy orbits in the bifurcation zone is the

traditional “resonant” branch, as shown in Figure 4.5(a), which shows that response

A corresponding to the traditional nonlinear “resonance” had a larger amplitude than

response B near the undisturbed response curve. Conventionally, a larger response

always results in more energy harvested. However, it is shown that the energy dissipated

at response A is much lower than that at response B. According to Figure 4.5(b), it

can be seen that the system energy at response A had a larger fluctuation than that

at response B. It is implied that the energy dissipated through response A was much

less than the available energy provided by the excitation source, leading to the extra

available energy being temporarily stored in the system and then transferred back to the

excitation source, and thus a lower efficiency of the excitation work. Figure 4.5(c) and

(d) shows that although the amplitude of response A was larger than that of response

B, the power dissipated at response A was seven-fold lower.

4.4 Potential of Nonlinear Energy Harvesting

For a nonlinear device, its undisturbed response contains multiple frequencies, which

are determined by the potential function. Note that the potential functions of nonlinear

systems can be generally classified as two categories, i.e. symmetric and asymmetric.

For a nonlinear system with a symmetric potential function shown in Figure 4.6(a),

for instance, the undisturbed response xu only has the odd harmonics, i.e. ω0, 3ω0,
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5ω0, · · · , where ω0 is the amplitude-dependent fundamental frequency. For a nonlinear

system with an asymmetric potential function shown in Figure 4.6(b), however, the

undisturbed response xu contains both the odd and even harmonics, i.e. ω0, 2ω0,

3ω0, 4ω0, · · · . Since the frequency content of the undisturbed response depend on the

potential function and response amplitude, it is possible to achieve frequency matching

between the undisturbed response and the multi-frequency excitation if the potential

well of a nonlinear device can be properly designed, resulting in the satisfaction of the

global resonance condition. Therefore, it is possible for nonlinear energy harvesting

to harvest energy from multi-frequency excitation simultaneously, regardless of the

broadband performance.

To demonstrate the potential of using global resonance to harvest energy from multi-

frequency excitation, two numerical examples were considered. In the first example, the

excitation only contained odd harmonics, and its frequency content and time history

are shown in Figure 4.7(a) and (c), respectively. In the second example, the excitation

had both odd and even harmonics, as shown in Figure 4.7(b) and (d). To match
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the characteristics of the excitations such that the global resonance condition can be

achieved, a symmetric potential well was designed as U(x) = 30x2−180x4+123x6 in the

first example, as shown in Figure 4.8(a) and (c); and an asymmetric potential well was

designed as U(x) = 50x2+16.5x3 in the second example, as shown in Figure 4.8(b) and

(d). To satisfy the requirement of Equation (4.9), the total system damping coefficient

also needs to be matched, thus γ = 0.4 N·s·m−1·kg−1 was designed. For comparison

with linear resonance and traditional “nonlinear resonance”, the linear, monostable, and

bistable devices were also considered in the two examples. To maximize the performance

of the device based on the linear method, the linear device was designed to be at

resonance with the most dominant frequency of the excitation in each example. In

the first example, thus, the natural frequency of the linear device was fn = 1.144

Hz; while in the second example, the natural frequency of the linear device was fn =

1.013 Hz. For the designed monostable and bistable devices, their responses at the

most dominating frequency were located in the higher-energy orbits in the bifurcation

zone. Figure 4.9(a) and (b) show the single-frequency response curves of the designed

monostable and bistable devices, respectively. The energy harvesting performance of

the devices considered in the two examples are summarized in Figures 4.10 and 4.11,

respectively. It can be seen that in the devices considered, the nonlinear devices based

on the global resonance provided the best performance, i.e. the highest energy efficiency

and the largest energy dissipation. To the contrary, the device based on linear resonance

only effectively and efficiently harvested the energy of the excitation distributed over

the dominant natural frequency. For the monostable and bistable devices, however,

their operations were much less efficient. The performance of the devices based on the

traditional “nonlinear resonance”, i.e. the monostable and bistable devices, was even

lower than that of the device based on linear resonance.

The robustness of using global resonance to harvesting energy was then investigated.

Noise of higher order harmonics was added to the excitations. The frequency content of
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the noise-polluted excitations used in the two examples are shown in Figure 4.12(a) and

(b), respectively. Since the monostable and bistable device exhibit lower performance

than the linear device, only the device based on global resonance and the linear reso-

nance device were considered. The performance of the devices under the noise-polluted

excitations in the two examples is summarized in Figures 4.13 and 4.14, respectively. It

can be seen that while the excitation contains high-order harmonics, which are not part

of the frequencies supported by the potential well of the designed nonlinear devices,

the improvement over the devices based on linear resonance is apparent.
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(a) the instantaneous power of the excitation pf (t) and (b) the dissipated power pd(t)
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4.5 Concluding Remarks

In this chapter, the issues derived from the use of bandwidth and traditional “nonlinear

resonance” in vibration energy harvesting have been addressed. It is noted that band-

width is a relative parameter, and does not show the amount of energy harvested. It is

thus not appropriate to use bandwidth to evaluate the performance of a device in vibra-

tion energy harvesting. In linear devices, as demonstrated, the broadened bandwidth

is achieved by sacrificing the energy dissipation at the frequencies near resonance. The

results have shown that widening the bandwidth of a linear device would offer benefits

only when the natural frequency of the device cannot be designed around the dominat-

ing frequencies of an excitation. In nonlinear energy harvesting, relying on nonlinear

approaches to obtain broadband performance may be misleading. Single frequency

response curve shows that a nonlinear device can exhibit “broadband” performance.

However, such “broadband” performance does not indicate that under multi-frequency

excitation, the nonlinear device still has satisfactory performance because the princi-

ple of superposition does not apply. For the traditional “nonlinear resonance,” the

corresponding response usually has a large amplitude. Thus, the traditional “nonlin-

ear resonance” is conventionally regarded as performing effectively and efficiently in

energy harvesting. However, the results have shown that there exists a generalized

resonance condition for linear and nonlinear systems, i.e. the global resonance condi-

tion, which sets the upper-bound device performance. For linear devices, the global

resonance condition is simplified to be the linear resonance condition. For nonlinear

systems, it has been shown that a device based on global resonance performs better

than devices based on traditional “nonlinear resonance.” However, it is noted that for

nonlinear approaches, the resonance condition is more stringent. For passive methods,

however, it may be impossible to design a nonlinear device matching a multi-frequency

excitation such that the nonlinear global resonance condition is achieved. In practice,
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active approaches may be required to reap the full potential offered by nonlinear global

resonance.
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Chapter 5

INVESTIGATION OF USING DYNAMICS ESCAPED

FROMPOTENTIAL WELL TO ENHANCE VIBRA-

TIONAL ENERGY HARVESTING

It has been shown that a device with rigid-body architecture may be advantageous

over those with the traditional material-deformation based architecture [7, 8, 78]. A

device with rigid-body architecture does not rely on material deformation to provide

mechanical stiffness. Thus, it is possible for the internal motion of the device to be

directed into the region outside the potential well of the device dynamics. The resulting

internal motion possesses a variety of dynamical properties [84, 85], which may be

beneficial to harvesting energy from vibrations.

In this chapter, the potential of utilizing the dynamic behavior of a device having

escaped from its potential well to enhance the energy harvesting performance is investi-

gated. A pendulum-type device [78] under harmonic, parametrical excitation was used

in this investigation. Only the period-one purely rotating orbits [85] were investigated.

5.1 Theoretical Analysis

Considering the cases of vertical and horizontal harmonic base excitations (i.e. the

displacement y0(t) of the base is y0(t) = A cosΩt), the dimensionless governing equation

71



of a pendulum-type device (shown in Figure 2.1) can be written as

θ̈ + γθ̇ + sin θ = p cosωτ sin (θ + α) (5.1)

where α = 0 and α = π/2 represent vertical and horizontal excitations, respectively.

θ is the angular displacement of the pendulum, (̈ ) and (˙) denote, respectively, the

first and second derivatives with respect to a scaled time variable defined as τ = ωnt,

ω = Ω/ωn, p = Ae/g in which Ae = AΩ2, and γ = 2ζm +Ce/(ωnMλ) denotes the total

damping with the intrinsic viscous mechanical damping ratio of the device ζm and the

equivalent electrical damping coefficient Ce =
(2Ke/L)2

(rw+RL)
, where Ke = WKwBmwlRρw, rw

and RL are the internal resistance of the coil and the electrical load, respectively.

5.1.1 Exact Solution

For a period-one rotating orbit of a parametrically excited pendulum (Equation (5.1)),

its angular velocity is equal to the frequency of the excitation with a small periodic

perturbation with zero mean over one period [85–87]. Using the non-dimensional time

variable τ defined previously, the angular velocity can be written as

θ̇(τ) = ω + ǫ(τ) (5.2)

where ǫ(τ) is a periodic function with small amplitude, which satisfies

|ǫ(τ)| << ω (5.3)

and
∫ τ0+2π/ω

τ0

ǫ(τ) dτ = 0 (5.4)

72



Due to the periodicity of the perturbation, using the Fourier series ǫ(τ) can be repre-

sented as

ǫ(τ) =
∞
∑

k=1

ǫk cos (kωτ + ϕk) (5.5)

where coefficients ǫk and ϕk are the amplitude and phase of the kth harmonics of

frequency kω, respectively.

Using Equations (5.2) and (5.5), the angular displacement can be readily obtained

as

θ(τ) = ωτ + ϕ0 + ǫθ (5.6)

where ϕ0 is the initial phase of θ(τ), and

ǫθ =
∞
∑

k=1

Ck sin (kωτ + ϕk) (5.7)

in which Ck = ǫk/(kω), thus

|ǫθ| <
|ǫ|
ω
<< 1 (5.8)

Note that based on the definition of the period-one rotation, Equation (5.6) represents

the exact form of the solution. However, due to the infinite number of coefficients to

be determined, i.e. ǫk, ϕk, ϕ0, and the parametric term in the governing equation

that generates beat frequencies, it is impossible to determine exactly the parameters

by direct substitution and harmonic balance. Thus, an iterative method is used to

approximately determine these parameters [86, 87].
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5.1.2 Approximate Solution

5.1.2.1 Iterative Method

Substituting Equation (5.6) into the right-hand side of Equation (5.1) and expanding

sin θ and sin (θ + α) at ǫθ = 0 yield

θ̈ + γθ̇ =p cosωτ
[

sin (ωτ + ϕ0 + α) + cos (ωτ + ϕ0 + α) · ǫθ +O
(

ǫ2θ
)]

−
[

sin (ωτ + ϕ0) + cos (ωτ + ϕ0) · ǫθ +O
(

ǫ2θ
)]

(5.9)

In this study, the following iterative process is used for the estimation of the pa-

rameters in Equation (5.6):

Step 1: The iteration starts with the zero-order approximation of θ such that sin θ ≈

sin(ωτ +ϕ0) and sin (θ + α) ≈ sin(ωτ +ϕ0+α). Equation (5.9) can be rewritten

as

θ̈ + γθ̇ = p cosωτ sin (ωτ + ϕ0 + α)− sin (ωτ + ϕ0) (5.10)

An approximate solution θ1 can be obtained by substituting Equations (5.6) and

(5.7) into Equation (5.10).

Step 2: Using the approximated parameters in Equation (5.9) and truncating the se-

ries at desired order, a modified equation of motion can be obtained and solved

in combination of Equations (5.6) and (5.7).

· · · · · ·

Step n: Using the solution from the (n−1)th step and follow the same process in Step

2, the solution for the nth iteration can be obtained.
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5.1.2.2 Under Vertical Excitation (α = 0)

(1) First Iteration

The solution of Equation (5.10) with α = 0 is

θ1 = ωτ + ϕ01 +
2
∑

k=1

C1k sin (kωτ + ϕ1k) (5.11)

where

ϕ01 = π − arcsin

(

2γω

p

)

(5.12)

and

C1k =
√

A1k
2 + B1k

2, ϕ1k = arctan
B1k

A1k

, k = 1, 2 (5.13)

in which

A1k =
Rk1 +

γ
kω
Rk2

(kω)2 + γ2
, B1k =

γ
kω
Rk1 −Rk2

(kω)2 + γ2

R11 = cosϕ01, R12 = − sinϕ01

R21 = −p
2
cosϕ01, R22 =

p

2
sinϕ01

(5.14)

Note that sinϕ01 is bounded in [-1,1]. Consequently, the necessary condition for the

solution (5.11) to exist is

p ≥ 2γω (5.15)

which gives a lower bound on the normalized excitation amplitude, p.

(2) Second Iteration

In the second iteration, using the result of the first iteration and considering the first-
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order approximation, the following modified governing equation is obtained.

θ̈ + γθ̇ =(p cosωτ − 1) sin (ωτ + ϕ02)

+ (p cosωτ − 1) cos (ωτ + ϕ02)
2
∑

k=1

C1k sin (kωτ + ϕ1k)
(5.16)

which is solved as

θ2 = ωτ + ϕ02 +
4
∑

k=1

C2k sin (iωτ + ϕ2k) (5.17)

where

ϕ02 = π − arcsin

(

2γω
√

K2
1 +K2

2

)

− ψ (5.18)

and

K1 = p+ A11 −
pA12

2
, K2 = −B11 +

pB12

2

ψ = arctan
K2

K1

C2k =
√

A2k
2 +B2k

2, ϕ2k = arctan
B2k

A2k

k = 1, 2, 3, 4

(5.19)

in which

A2k =
Rk1 +

γ
kω
Rk2

(kω)2 + γ2
, B2k =

γ
kω
Rk1 −Rk2

(kω)2 + γ2
(5.20)
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and

R11 = cosϕ02 −
pC11

4
cos(ϕ11 + ϕ02) +

C12

2
cos(ϕ12 − ϕ02)

R12 = − sinϕ02 +
pC11

4
sin(ϕ11 + ϕ02)−

C12

2
sin(ϕ12 − ϕ02) +

pC11

2
sin(ϕ11 − ϕ02)

R21 = −p
2
cosϕ02 +

C11

2
cos(ϕ11 + ϕ02)−

pC12

2
cosϕ12 cosϕ02

R22 =
p

2
sinϕ02 −

C11

2
sin(ϕ11 + ϕ02) +

pC12

2
sinϕ12 cosϕ02

R31 = −pC11

4
cos(ϕ11 + ϕ02) +

C12

2
cos(ϕ12 + ϕ02)

R32 =
pC11

4
sin(ϕ11 + ϕ02)−

C12

2
sin(ϕ12 + ϕ02)

R41 = −pC12

4
cos(ϕ12 + ϕ02)

R42 =
pC12

4
sin(ϕ12 + ϕ02)

(5.21)

As sin (ϕ02 + ψ) is bounded in [-1,1], the necessary condition for the solution to

exist is

2γω
√

K2
1 +K2

2

≤ 1 (5.22)

Following a similar procedure, iterations with higher orders can be obtained.

5.1.2.3 Under Horizontal Excitation (α = π/2)

(1) First Iteration

The solution of Equation (5.10) with α = π/2 is

θ1 = ωτ + ϕ01 +
2
∑

k=1

C1k sin (kωτ + ϕ1k) (5.23)

where

ϕ01 = arccos

(

2γω

p

)

(5.24)
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and

C1k =
√

A1k
2 + B1k

2, ϕ1k = arctan
B1k

A1k

, k = 1, 2 (5.25)

in which

A1k =
−Rk1 +

γ
kω
Rk2

(kω)2 + γ2
, B1k = −

γ
kω
Rk1 +Rk2

(kω)2 + γ2

R11 = − cosϕ01, R12 = − sinϕ01

R21 = −p
2
sinϕ01, R22 =

p

2
cosϕ01 (5.26)

Note that cosϕ01 is bounded in [-1,1]. Consequently, the necessary condition for

solution (5.23) to exist is

p ≥ 2γω (5.27)

which gives a lower bound on the normalized excitation amplitude, p.

(2) Second Iteration

In the second iteration, using the result of the first iteration and considering the first-

order approximation, the following modified governing equation is obtained.

θ̈ + γθ̇ =p cosωτ [cos (ωτ + ϕ02)− sin (ωτ + ϕ02) · ǫθ1 ]

− [sin (ωτ + ϕ02) + cos (ωτ + ϕ02) · ǫθ1 ]
(5.28)

where ǫθ1 =
∑2

k=1C1k sin (kωτ + ϕ1k) is obtained from the first iteration.

Equation (5.28) is solved as

θ2 = ωτ + ϕ02 +
4
∑

k=1

C2k sin (kωτ + ϕ2k) (5.29)
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where

ϕ02 = arccos

(

2γω
√

K2
1 +K2

2

)

− ψ (5.30)

and

K1 = −A11 +
pB12

2
, K2 = p−B11 −

pA12

2
, ψ = arctan

K1

K2

C2k =
√

A2k
2 + B2k

2, ϕ2k = arctan
B2k

A2k

, k = 1, 2, 3, 4 (5.31)

in which

A2k =
−Rk1 +

γ
kω
Rk2

(kω)2 + γ2
, B2k = −

γ
kω
Rk1 +Rk2

(kω)2 + γ2
(5.32)

and

R11 = − cosϕ02 −
pC11

4
sin(ϕ11 + ϕ02)−

C12

2
cos(ϕ12 − ϕ02)

R12 = − sinϕ02 +
pC11

4
cos(ϕ11 + ϕ02)−

C12

2
sin(ϕ12 − ϕ02)−

pC11

2
cos(ϕ11 − ϕ02)

R21 = −p
2
sinϕ02 −

C11

2
cos(ϕ11 + ϕ02)−

pC12

2
cosϕ12 sinϕ02

R22 =
p

2
cosϕ02 −

C11

2
sin(ϕ11 + ϕ02)−

pC12

2
sinϕ12 sinϕ02

R31 = −pC11

4
sin(ϕ11 + ϕ02)−

C12

2
cos (ϕ12 + ϕ02)

R32 =
pC11

4
cos(ϕ11 + ϕ02)−

C12

2
sin (ϕ12 + ϕ02)

R41 = −pC12

4
sin(ϕ12 + ϕ02)

R42 =
pC12

4
cos(ϕ12 + ϕ02)

(5.33)

As cos (ϕ02 + ψ) is bounded in [-1,1], the necessary condition for the solution to

exist is

2γω
√

K2
1 +K2

2

≤ 1 (5.34)
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Following a similar procedure, higher-order iterations can be derived.

5.1.3 Power Output

Based on the period-one rotating solution (5.2), the average angular velocity of a pen-

dulum in a period-one rotating orbit over one period is Ω. Thus, the effective value of

the electromotive force is proportional to the excitation frequency, Ω, and

E =
1√
2
2KeΩ. (5.35)

The average electrical power delivered to the resistive load over one period, PL , is

PL =
1

2

(

2KeΩ

RL + rw

)2

RL (5.36)

Equation (5.36) shows that the harvested power is neither dependent on the natural

frequency of the device, nor on the intensity of the excitation. The power is proportional

to the energy level of the orbit, characterized by the square of the rotating speed Ω.

Excitations with higher frequencies direct the dynamics to orbits with higher energy

levels, thus, more power can be harvested.

5.2 Experiments

5.2.1 Device and Experiment Setup

In the section of experiments, focus was placed on the case of vertical excitations.

Figure 5.1 shows the schematic diagram of the device and the experiment setup. The

device employed a mini pendulum as the coupling unit and an electromagnetic induction

unit as the electrical generator. The mini pendulum had an equivalent length of L
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= 5.95 cm and an equivalent mass of M = 0.0129 kg. The generator included a

cylindrical rare-earth magnet as the rotor and two identical windings as the stator.

The pendulum and the magnet were rigidly connected. The magnet was diametrically

magnetized with a mass of 0.0241 kg, a radius of 6.35 mm and a length of lR = 2.54 cm.

The maximum magnetic flux density was measured at 0.549 T on the surface of the

magnet. The two identical windings were orthogonally oriented and were respectively

connected to a resistive load RL with the same resistance. Such configuration, in

the case of low frequencies where the effect of winding inductance can be neglected,

ensured that the induced electromagnetic force was proportional to the angular velocity

of the magnet. Thus, it could be modeled using equivalent viscous damping force

[78]. The windings were fabricated using AWG #44 copper wire, each with nominally

W = 1200 turns. The resistances, rw, were measured at 680 ohms and 650 ohms for

the two windings, respectively. The natural frequency and viscous damping ratio of

the device were identified from free-vibration tests to be ωn = 2.03 Hz and ζ = 0.55%,

respectively. The winding coefficient was calculated to be Kw =0.758 [78]. The centroid

of the windings in the radial direction was measured at ρw =7.6 mm from the magnet

surface, giving the equivalent magnetic flux density of Bmw = 0.386 T. The coefficient,

Ke = WKwBmwlRρw was calculated to be Ke =0.0664 V/(rad·s−1). The equipment

used in this study included a digital-controlled vibration system (Model LW-126-13,

Labworks Inc.), a digital phosphor oscilloscope (Model DPO 3040), and an electrical

load circuit.

5.2.2 Bounds of Excitation Amplitude

The quadratic relationship shown in (5.36) is valid only within the stable zone of period-

one rotations in the parameter space. In order to maintain a stable orbit, it is necessary

that the energy of the excitation be bounded in a specific range[88–90]. The lower
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θ

Figure 5.1: (a)Prototype Device and (b) Experiment Setup
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bound prescribes the minimal energy level required to stabilize the orbit. Beyond the

upper bound, the dynamics will leave the zone of period-one rotation. As shown in

Equation (5.15), the lower bound can be approximately obtained as

pmin = 2γω (5.37)

Analytical approximation of the upper bound is, however, difficult to obtain. Results

of extensive numerical simulations, summarized in Figure 5.2, demonstrate that the

lower bound can be predicted by (5.37) with satisfactory accuracy. The upper bound

increases quadratically with the normalized frequency, ω. For systems with low levels

of damping, e.g. γ << 1, the upper bound is almost invariant, which is orders of

magnitude higher than the lower bound, indicating a relatively large stable zone of

period-one rotating orbit. The same trend of the bounds was observed consistently

for a large range of frequency, i.e. 1 < ω ≤ 500. In all cases considered, ω > 1 was

necessary to maintain a stable period-one rotating orbit. Such a requirement indicates

the possible existence of an absolute lower limit of p > 2γ. Equation (5.37) suggests

that ω ≤ p/(2γ), thus, for low-level vibrations, i.e p is small, the effectiveness of the

proposed method is limited in a relatively low-frequency range.

5.2.3 Device Performance

In this study, harmonic excitations of amplitude 0.14g, 0.18g, and 0.22g were used

in the experiments. Figure 5.3 shows the effect of the excitation frequency on the

induced electromotive force and the power delivered to the resistive load (10 kΩ each

winding). Experimental results shown in Figures 5.3(a) and 5.3(b) are consistent

with the relationship expressed in equation (5.35); the induced electromotive force

increased linearly with the excitation frequency. As can be seen from Figures 5.3(c) and

5.3(d), the relationship between the output power and the excitation frequency closely
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followed equation (5.36). As the coils were fabricated manually, the actual values of the

coefficient Ke were not identical for the two windings. They were identified to be KeA

= 0.07885 V/(rad·s−1) for winding A and KeB = 0.06005 V/(rad·s−1) for winding B.

Using the identified values, numerical simulations were performed, the results of which

are also presented in Figure 5.3. It is seen that the results from numerical simulation,

theoretical prediction, and experiment are in excellent agreement. Also, as indicated

by equations (5.35) and (5.36), the amplitude of the excitation did not effect the power

generated. The lower and upper limits of the excitation frequency were found to be

2.20 Hz/10.28 Hz, 2.34 Hz/13.23 Hz, and 2.45 Hz/16.18 Hz for excitations of 0.14g,

0.18g, and 0.22g, respectively (Figure 5.2). Due to the limitation of the capacity of the

equipment, the lowest and highest frequencies achieved in experiments were 3.0 Hz/5.2

Hz, 3.5 Hz/5.7 Hz, and 3.9 Hz/6.5 Hz for the three excitations respectively.

Figure 5.4 shows the load characteristics of the device under the excitations of 0.14g,

0.18g, and 0.22g at 4 Hz. Figures 5.4(a) and 5.4(b) show the relationship between the

effective values of voltage and current of the two windings, respectively. Figures 5.4(c)

and 5.4(d) show the average power delivered to the electrical loads. Results from

measurements were found to be consistent with those from numerical simulation and

theoretical prediction. The theoretical results are not shown as they were identical to

those from numerical simulation. The relationships shown in Figures 5.4(a) and 5.4(b)

resemble those of a constant voltage source. With various electrical load, the effective

values of voltage remained almost constant at 2.933 V for winding A and 2.234 V for

winding B. Again, these values were independent of the amplitude of the excitations

(Equation (5.35)). For the two larger excitations, i.e. 0.18g and 0.22g, the optimal

load resistances were found to be the same, at 690 ohms for winding A and at 660

ohms for winding B, corresponding to the optimal values of output power of 3.1 mW

for winding A and 1.8 mW for winding B. For the excitation of 0.14g, the electrical

power increased monotonically with the electrical load until 1,000 ohms, beyond which

86



the dynamics escaped the stable zone of period-one rotation and entered the region of

oscillation. The maximum power was measured at 2.8 mW and 1.6 mW for Winding

A and Winding B, respectively. The results shown in Figures 5.4(c) and 5.4(d) also

indicate that increasing the excitation intensity may improve the load capacity of the

device but may not increase the output power. The maximum electrical loads for the

three excitations i.e. 1,000 ohms, 600 ohms, and 300 ohms, respectively correspond to

the maximum total system damping of 0.0290, 0.0347, and 0.0420. These values are

consistent with the lower bounds of p shown in Figure 5.2. The independent relationship

between power and excitation amplitude was further demonstrated by exciting the

device at three frequencies, i.e. 4 Hz, 4.5 Hz, and 5 Hz, respectively with a range of

amplitudes. The electrical load was fixed at 10 kΩ for each winding. The results, along

with those from numerical simulations, are summarized in Figure 5.5. Identical to those

from numerical simulations, the theoretical results are omitted. The intensities of these

excitations were within the bounds (0.06g ≤ Ae ≤ 9.60g) shown in Figure 5.2, thus, the

rotating orbits were stable, leading to the constant power output. It is noted that due

to fabrication errors, nonlinearity of the magnet, and other structural uncertainties in

the device, the two windings were not identical as expected. The voltages generated by

the two windings were noticeably different. The discrepancy in voltage was amplified

in the calculation of power, e.g. the optimal power of winding A was almost twice

as much as that of Winding B. Such discrepancy implies existence of nonlinearity in

equivalent damping force in Equation (5.1). However, the excellent agreement of the

results from theoretical analysis, numerical simulation, and experiments demonstrates

that the effect of such nonlinearity on the dynamics of the device may be negligible.
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5.3 Concluding Remarks

In this chapter, the potential benefits of utilizing dynamics outside the potential well

to enhance energy harvesting was demonstrated. Resonance is no longer a requirement

for high mechanical coupling. In the cases considered, once the device dynamics is in

the orbit of period-one rotation, the harvested power is proportional to the energy level

of the orbit. It is neither dependent on the natural frequency nor on the intensity of the

excitation. As the energy level of the orbit is proportional to the square of the excitation

frequency, more power can be harvested at higher frequencies. It is noted that stable

period-one rotating orbits, whose approximated solutions have been obtained through

the method of Iterative Harmonic Balance, exist within a stable zone in the parameter

space. In particular, for a specific level of excitation, the approximated solutions have

shown that there is an upper limit of the excitation frequency, i.e. ω < p/(2γ), thus,

for applications of low-level vibrations, the effectiveness of utilizing the period-one

rotating orbits is limited in relatively low frequencies. As there exists a rich spectrum

of dynamics outside the potential well [84], if there are mechanisms to deliver the

device dynamics from one orbit to another, it is then possible to design an active device

that utilizes a small portion of the collected energy to adjust the device dynamics in

response to non-stationary ambient energy source so that the dynamics is kept outside

the potential well for as long as possible; the total collected energy is thus expected to

be greatly increased.
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Chapter 6

EFFECTS OF NON-RESISTIVE CIRCUITS ON THE

PERFORMANCE OF VIBRATORY ENERGY HAR-

VESTER

In vibratory energy harvesting, purely resistive circuits have been conventionally con-

sidered to evaluate the device performance in the majority of the existing efforts. Com-

pared with resistive circuits, the effects of non-resistive circuits on vibratory energy har-

vesting have largely remained unexplored. Because the characteristics of non-resistive

circuits are different compared to those of resistive circuits, resulting in different effects

of electromechanical coupling on a harvester, the device performance based on resistive

loads may not be generalized for applications based on non-resistive circuits. For a

resistive load, its electromechanical effect can usually be simplified as an equivalent

viscous damping, which may not be true for a non-resistive load. In this chapter, the

effects of non-resistive circuits on the dynamics of a vibratory energy harvester were

investigated. Three types of non-resistive loads, namely a resistive load with a recti-

fier, a resistive load with a rectifier and a regulating capacitor, and a simple charging

circuit (i.e. a capacitor-charging circuit consisting of a rectifier and a capacitor), were

considered.
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Figure 6.1: Schematic diagram of a vibratory energy harvester with electrical load.

6.1 Theoretical Analysis

Let’s consider a vibratory energy harvester, including electromagnetic and piezoelectric.

The governing equation of dynamics for the system with electrical load (Figure 6.1) can

be generally written as

mẍ+ cmẋ+ k(x) + κy = F (x, t), (6.1a)

αẏ + χy + ϑ = κẋ, (6.1b)

where x denotes the displacement of the seismic mass m, cm the linear mechanical

damping coefficient, k(x) the restoring force, κ the linear electromechanical coupling

coefficient, and F (x, t) denotes the general external force, including parametrical exci-

tations. For inductive devices, α, χ, y, and ϑ represent the inductance Lw and internal

resistance Rw of the winding, the induced current I(t), and the voltage across the elec-

trical load V (t), respectively. For capacitive ones, they represent the capacitance Cp

and internal conductance of the piezoelectric element, the induced voltage V (t) and the

current through the electrical load I(t), respectively. Since the internal conductance of

the piezoelectric element is small enough to be ignored, the term with respect to χ is

omitted in the performance analysis of capacitive harvesters.
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6.1.1 Resistive Loads

For a resistive load, ϑ = βy where β is the load resistance for electromagnetic harvester

and the load conductance for piezoelectric harvester. For low-frequency excitations,

the electromechanical coupling, shown in Equation(6.1b), could be approximated to an

algebraic relationship if α << χ + β, i.e. (χ + β)y = κẋ. The reverse effect of the

electromechanical coupling on the system dynamics can be calculated as κy = κ2

χ+β
ẋ,

which is equivalent to additional damping in device dynamics shown in Equation (6.1a).

The governing equation of device dynamics can be rewritten as

mẍ+ (cm + ce)ẋ+ k(x) = F (x, t), (6.2)

where ce =
κ2

χ+β
is the equivalent electrical damping. It indicates that in this case, the

performance of a vibration energy harvester under low-frequency excitations could be

evaluated based on the damping mechanism.

6.1.2 Non-Resistive Loads

If the electrical load is not a resistive load, the reverse effect of the electromechanical

coupling may have influence not only on system damping but also on the natural

frequency of a harvester. Here, three basic cases (Figure6.2) are considered: (I) a

resistive load with a full-bridge rectifier, (II) a resistive load with a full-bridge rectifier

and a regulating capacitor Cr, and (III) a simple charging circuit consisting of a full-

bridge rectifier and an energy storing element (e.g. capacitor and battery). Because

of the voltage drop of the full-bridge rectifier Vr, in all three cases considered, there is

current (i.e. I(t) 6= 0) flowing into electrical loads only when the rectifier is turned on.

Otherwise, I(t) = 0.
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Figure 6.2: Three basic types of non-resistive load considered, (a) Resistive load with
a full-bridge rectifier, (b) Resistive load with a full-bridge rectifier and a regulating
capacitor Cr, and (c) the simplest charging circuit consisting of a full-bridge rectifier
and an energy storing element (e.g. capacitor and battery).
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6.1.2.1 Electromagnetic vibration energy harvester

For an electromagnetic harvester, the variables y and ϑ in Equation (6.1b) are y = I(t),

and ϑ = V (t).

• (I) A resistive load with a full-bridge rectifier

When |V (t)| < Vr, I(t) = 0 (i.e. κy = 0) and V (t) = κẋ. When |V (t)| ≥ Vr (i.e.

I(t) 6= 0), based on the circuit shown in Figure 6.2(a), the relationship of V (t) to

the voltage drop of the rectifier and the induced current can be calculated to be

V (t) = RLI(t) + Vrsgn(I(t)), where sgn(y) is the signum function defined as,

sgn(y) =































1, y > 0

0, y = 0

−1, y < 0.

(6.3)

Substituting V (t) = RLI(t) + Vrsgn(I(t)) into Equation (6.1b), one obtains

Lwİ(t) + (Rw + RL)I(t) + Vrsgn((t)) = κẋ. For low-frequency excitation and

Lw << Rw + RL, the induced current can be approximately expressed as I(t) =

κ
Rw+RL

ẋ− Vr
Rw+RL

sgn(I(t)) = κ
Rw+RL

ẋ− Vr
Rw+RL

sgn(ẋ) because sgn(I(t)) = sgn(ẋ).

The reverse effect of the electromechanical coupling on the system dynamics can

be obtained as

κy = κI(t) =
κ2

Rw +RL

ẋ− κVr
Rw +RL

sgn(ẋ). (6.4)
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The governing equation of the system dynamics can be derived as


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


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



































mẍ+ cmẋ+ k(x) = F (x, t),

V (t) = κẋ,

|V (t)| < Vr















mẍ+ (cm + ce)ẋ− κVr
(Rw+RL)

sgn(ẋ) + k(x) = F (x, t),

V (t) = RL

Rw+RL
κẋ+ Rw

Rw+RL
Vrsgn(ẋ),

|V (t)| ≥ Vr

(6.5)

where ce =
κ2

Rw+RL
. Equation (6.5) shows that for an electromagnetic device, the

presence of the rectifier reduces the damping contributed by the electrical resis-

tance, but has no effect on the natural frequency of the system. When the rectifier

is off, the system is in the open-circuit state, and thus no energy dissipated by

the resistance. When the rectifier is turned on, the reverse effect of the electrome-

chanical coupling contains two terms: the equivalent electrical damping, which

is due to the resistance, and the equivalent dry friction, i.e. − κVr
(Rw+RL)

sgn(ẋ),

resulted from the voltage drop of the rectifier, as shown in Equation (6.4). Such

negative dry friction reduces the effects of the equivalent electrical damping on

the system dynamics. Because of the voltage drop of the rectifier, the voltage

across the resistance is reduced, and thus the output current of the device, lead-

ing to less energy harvested than that from a pure resistor. Since the reverse

effect of the electromechanical coupling is proportional to the output current of

the device, the reduced output current leads to reduction of the reverse effect of

the electromechanical coupling, and thus reducing the system damping. For a

linear device, smaller damping results in larger system response and more narrow

bandwidth.

• (II) A resistive load with a full-bridge rectifier and a regulating capacitor
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When the rectifier is off, I(t) = 0 (i.e. κy = 0), V (t) = κẋ, and VL(t) =

VL(t0)e
− 1

RLCr
(t−t0) in which VL(t0)) is the voltage across the regulating capacitor

when the regulating capacitor starts to discharge at the time t0. When the rectifier

is turned on (i.e. I(t) 6= 0), CrV̇L + VL
RL

= I(t)sgn(I(t)), and V (t) = (VL +

Vr)sgn(I(t) = (VL(t) + Vr) sgn(ẋ). In such a situation, the governing equation of

the system dynamics is derived to be


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





















mẍ+ cmẋ+ k(x) = F (x, t)

V (t) = κẋ

VL(t) = VL(t0)e
− 1

RLCr
(t−t0)

|V (t)| < Vr + VL(t0)































mẍ+ cmẋ+ k(x) +
(

κCrV̇L + κ
RL
VL

)

sgn(ẋ) = F (x, t)

LwCrV̈L +
(

Lw

RL
+RwCr

)

V̇L +
(

1 + Rw

RL

)

VL = κ|ẋ| − Vr

V (t) = (VL(t) + Vr) sgn(ẋ)

|V (t)| ≥ Vr + VL(t1)

(6.6)

where t1 is the time instant when the rectifier is turned on. Equation (6.6) shows

that when the rectifier is off, the system has the same dynamical equation as

that at case (I); when the rectifier is turned on, the regulating capacitor and the

inductance of the winding builds up an LC circuit. The natural frequency and

damping ratio of the LC circuit can be calculated as

ωnLC
=

√

1 + Rw

RL

LwCr
, (6.7a)

ξLC =
Lw

RL
+RwCr

2

√

LwCr

(

1 + Rw

RL

)

. (6.7b)

It is noticed that the energy stored in the regulating capacitor cannot be trans-
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ferred back to the device due to the rectifier, and is ultimately dissipated by the

resistor. Actually, the rectifier obstructs the establishment of a complete electri-

cal oscillation, reducing its effect on device properties (e.g. natural frequency).

Since the resistor is connected to the regulating capacitor in parallel, the equiv-

alent impedance of the electric load is smaller than that of case (I), resulting

in much more output current, and thus more power delivered to the resistor.

The increase of output current also indicates an enhanced reverse effect of the

electromechanical coupling, leading to smaller device response than that of case

(I).

• (III) The simplest charging circuit

When the rectifier is switched off, I(t) = 0, V (t) = κẋ, and VL(t) = VL(t0)

in which VL(t0)) is the voltage across the capacitor when the rectifier is off at

the time instant t0. When the rectifier is switched on (i.e. I(t) 6= 0), VL(t) =

VL(t1)+
1
Cs

∫ t

t1
|I(t)|dt where t1 is the beginning time at which the storing capacitor

Cs starts to be charged, and V (t) = (VL + Vr)sgn(I(t)) = (VL(t) + Vr) sgn(ẋ). In

this situation, the governing equation of the system dynamics is derived as
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mẍ+ cmẋ+ k(x) = F (x, t)

V (t) = κẋ

VL(t) = VL(t0)

|V (t)| < Vr + VL(t0)































mẍ+ cmẋ+ k(x) + κCsV̇Lsgn(ẋ) = F (x, t)

LwCsV̈L +RwCsV̇L + VL = κ|ẋ| − Vr

V (t) = (VL(t) + Vr) sgn(ẋ)

|V (t)| ≥ Vr + VL(t1)

(6.8)
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From Equation (6.8), it can be seen that when the rectifier is off, the governing equation

of the system is the same as those of cases (I) and (II). When the rectifier is switched

on, because of the effect of the rectifier, the induced electricity is saved in the storing

capacitor. As more energy stored in the capacitor, shown by the increasing voltage

across it, the system response gradually settled at the open-circuit state. The ultimate

voltage across the capacitor equals to the voltage amplitude of the device at open circuit

minus the voltage drop of the rectifier.

6.1.2.2 Piezoelectric vibration energy harvester

For a piezoelectric harvester, in Equation (6.1b), y = V (t), and ϑ = I(t).

• (I) A resistive load with a full-bridge rectifier

When |V (t)| < Vr, I(t) = 0, and V (t) = κ
Cp
x, contributing an additional stiff-

ness, i.e. κ2

Cp
x, to the system. When |V (t)| ≥ Vr, based on the circuit shown in

Figure 6.2(a), the relationship of I(t) to the voltage drop of the rectifier and the in-

duced voltage can be calculated to be I(t) = 1
RL
V (t)− Vr

RL
sgn(V (t)). Substituting

this relationship into Equation (6.1b) can obtain CpV̇ (t)+ 1
RL
V (t)− Vr

RL
sgn(V (t)) =

κẋ. For low-frequency excitation and Cp <<
1
RL

, the induced voltage can be ap-

proximated as V (t) = κRLẋ + Vrsgn(V (t)). Since sgn(V (t)) = sgn(ẋ), V (t) =

κRLẋ + Vrsgn(ẋ). The reverse effect of the electromechanical coupling on the

system dynamics can be derived as

κV (t) = κ2RLẋ+ κVrsgn(ẋ). (6.9)

Equation (6.9) shows that the reverse effect of the electromechanical coupling

can be identical to be an additional damping and a dry friction. The governing
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equation of system dynamics can be written as
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mẍ+ cmẋ+ k(x) + κ2

Cp
x = F (x, t),

V (t) = κ
Cp
x,

|V (t)| < Vr,















mẍ+
(

cm + ce +
κVr
|ẋ|

)

ẋ+ k(x) = F (x, t),

V (t) = κRLẋ+ Vrsgn(ẋ),

|V (t)| ≥ Vr.

(6.10)

where the equivalent electrical damping ce = κ2RL. Equation (6.10) shows that

for a piezoelectric device, the natural frequency depends on the combination of

two cases, i.e. |V (t)| < Vr and |V (t)| ≥ Vr. Note that the system stiffness

at |V (t)| < Vr is greater than that at |V (t)| ≥ Vr, while the increase of the

voltage drop Vr enlarges the duration of the system at |V (t)| < Vr, increasing the

system stiffness and thus the natural frequency. When |V (t)| ≥ Vr, besides the

additional damping ce due to the resistance RL, the voltage drop of the rectifier

also contributes a dry friction to the system. Hardening stiffness combined with

the dry friction lead to the decrease of the system response. For a piezoelectric

harvester, the system response with the electrical load in case (I) is thus smaller

than that with pure resistive load.

• (II) A resistive load with a full-bridge rectifier and a regulating capacitor

When the rectifier is switched off, I(t) = 0, V (t) = κ
Cp
x, and VL(t) = VL(t0)e

− 1

RLCr
(t−t0)

in which VL(t0)) is the voltage across the regulating capacitor when the regulat-

ing capacitor starts to discharge at the time t0. When the rectifier is switched

on, I(t) = CrV̇ (t) + 1
RL
V (t) − Vr

RL
sgn(V (t)). The governing equation of system
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dynamics in this situation can be derived as
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mẍ+ cmẋ+ k(x) + κ (VL + Vr) sgn(ẋ) = F (x, t)

(Cp + Cr)V̇L + 1
RL
VL = κ|ẋ|

V (t) = (VL + Vr) sgn(ẋ)

|V (t)| ≥ Vr + VL(t1),

(6.11)

where t1 is the time instant when the rectifier is turned on. Comparing Equa-

tion (6.11) to (6.10), it can be found that when the rectifier is turned off, the

system at cases (I) and (II) has the same stiffness, but the duration at case (II)

is longer than that at case (I) because of the voltage across the regulating ca-

pacitor, resulting in the increase of the global stiffness of the system. When the

rectifier is turned on, in case (II), the presence of the regulating capacitor parallel

connected to the resistance reduces the impedance of the electrical load, resulting

in reduction of the voltage across the electrical load, and thus the power deliv-

ered to the resistance and the output voltage of the device V (t). The reduced

output voltage of the device decreases the reverse effect of the electromechanical

coupling, leading to the increase of the system response. Therefore, the system

at case (II) has a higher natural frequency and larger response, but less power

output, as compared to that at case (I).

• (III) The simplest charging circuit

When the rectifier is off, I(t) = 0, V (t) = κ
Cp
x, and VL(t) = VL(t0) in which

VL(t0)) is the voltage across the capacitor when the rectifier is turned off at the
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time t0. When the rectifier is on, V (t) = (VL + Vr) sgn(V (t)) = (VL + Vr) sgn(ẋ),

and I(t) = CsV̇Lsgn(V (t)) = CsV̇Lsgn(ẋ) because of sgn(V (t)) = sgn(ẋ), in which

Cs is the capacitor for storing the energy harvested. The governing equation of

system dynamics can be obtained as
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mẍ+ cmẋ+ k(x) + κV (t) = F (x, t)
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κ
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∫ t

t1
|ẋ|dt

V (t) = (VL + Vr) sgn(ẋ)

|V (t)| ≥ Vr + VL(t1).

(6.12)

where VL(t1) is the voltage across the capacitor Cs when the capacitor starts to

be charged at the time t1. From Equation 6.12, it can be seen that the simplest

charging circuit only has an effect on the system stiffness. When the rectifier is

turned off, the system has the stiffness at the state of open circuit, which is the

same as those at cases (I) and (II). When the rectifier is turned on, the capacitor

Cs starts to be charged, softening the system stiffness. As more electrical energy

is stored in the capacitor, shown by the increasing voltage across it, the system

response finally settled at the open-circuit state. The ultimate voltage across the

capacitor equals to the voltage of the piezoelectric harvester at open circuit minus

the voltage drop of the rectifier.
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6.2 Results and Discussion

To verify the theoretical analysis, the numerical investigation was conducted using the

MathWorks SimscapeTM . Here, we place focus on the effects of the electrical loads

on the device dynamics and performance, so only linear devices are considered. For a

linear electromagnetic harvester, the system has the parameters of m = 12.9 × 10−3

kg, cm = 0.0812 N·s/m, k′(0) = 319.48 N/m, κ = 6.712 N/A, α = Lw = 0.1 mH,

and χ = Rw = 700Ω. Based on the parameters given, the natural frequency and

mechanical damping ratio of the device can be calculated to be ωn = 25 Hz and

ξm = 0.02, respectively. For a linear piezoelectric harvester, the parameters of the

system are m = 10.3 × 10−3 kg, cm = 0.6296 N·s/m, k′(0) = 5983.9 N/m, κ = 0.0129

N/V, and α = Cp = 58.99 µF. The natural frequency of the system is identified to

be ωnoc
= 146.73 Hz at the open circuit and ωnsc

= 121 Hz at the short circuit. The

mechanical damping ratio of the system is calculated to be ξm = 0.04. During the

numerical study for both electromagnetic and piezoelectric harvesters, the excitation

amplitude was fixed at 0.5g where g is the gravitational acceleration.

6.2.1 Electromagnetic vibration energy harvester

The load characteristics of the electromagnetic harvester was first investigated. The

excitation frequency was fixed at 25 Hz which was the natural frequency of the electro-

magnetic harvester. Three types of electrical loads, such as a resistor with a parallel

capacitor, a resistor with a full-bridge rectifier, and a resistor with a full-bridge rectifier

and a regulating capacitor, were considered. The results from numerical studies for

these three cases are summarized in Figures 6.3, 6.4, and 6.5, respectively. Note that

the parallel capacitor reduced the impedance of the electrical load, causing the decrease

of the optimal resistive load. Moreover, increasing the parallel capacitor reduced the
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current through the resistive load RL, resulting in the decrease of the power delivered

to the resistive load. When the parallel capacitor was up to a certain value, e.g. Cr = 1

mF, the system was close to the short-circuit state, while the power delivered to the

resistive load could be ignored compared to the input power of the excitation, as shown

in Figure 6.3. Figure 6.4 presents the effect of a rectifier on the load characteristics

of the device. Because of the rectifier acting as a negative dry friction, increasing its

voltage drop was beneficial for decreasing the electrical damping. However, increasing

the voltage drop also reduced the voltage across the resistive load. Thus, the rectifier

caused the increase of device response and the decrease of the power delivered to the

resistive load, but no effect on the optimal resistive load of the device. It can be seen

that the maximum power delivered to the resistive load was reduced from 2.707 mW

to 1.090 mW as the voltage drop increased from 0 V to 1.6 V. Figure 6.5 shows the

effect of a regulating capacitor combined with a rectifier on the load characteristics of

the device. Because of the presence of the rectifier, increasing the regulating capacitor

resulted in the increase of the optimal resistive load, i.e. RLopt
increasing from 1300 Ω

to 2000 Ω as Cr increased from 0 mF to 1 mF; while the related maximum power

delivered to the resistive load only had a little decrease (Figure 6.5(c)).

The frequency-response performance of the electromagnetic harvester was then eval-

uated. The same electrical loads in the test of load characteristics were considered. The

resistive load RL was fixed at 1300 Ω. Figure 6.6 shows the effect of a resistive load

with a parallel capacitor on the frequency-response performance of the device. Since

the parallel capacitor had the effect on the electrical impedance, increasing the par-

allel capacitor lead to the decreasing of the output voltage of the device, and thus

reducing the power delivered to the resistive load. In addition, it can be seen that

although the capacitor and the inductance established an LC circuit, increasing the

parallel capacitor only slightly changed the natural frequency of the device because in

the cases considered, the oscillating effect of the LC circuit was small enough to be
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Figure 6.3: Effects of a parallel capacitor on load characteristics of an electromagnetic
harvester under the excitation of Ae = 0.5g and fe = 25Hz: (a) Velocity ẋ, (b) Work

efficiency of the excitation η =
∫ 2π

ω
0

F (x,t)ẋdt
∫ 2π

ω
0

|F (x,t)ẋ|dt
where ω is the excitation frequency, (c)

Average power delivered to the resistance PL, and (d) Average input power of the
excitation Pf .
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Figure 6.4: Effects of a full-bridge rectifier on load characteristics of an electromagnetic
harvester under the excitation of Ae = 0.5g and fe = 25Hz: (a) Velocity ẋ, (b) Work

efficiency of the excitation η =
∫ 2π

ω
0

F (x,t)ẋdt
∫ 2π

ω
0

|F (x,t)ẋ|dt
where ω is the excitation frequency, (c)

Average power delivered to the resistance PL, and (d) Average input power of the
excitation Pf .
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Figure 6.5: Effects of a parallel capacitor with a full-bridge rectifier on load character-
istics of an electromagnetic harvester under the excitation of Ae = 0.5g and fe = 25Hz:

(a) Velocity ẋ, (b) Work efficiency of the excitation η =
∫ 2π

ω
0

F (x,t)ẋdt
∫ 2π

ω
0

|F (x,t)ẋ|dt
where ω is the

excitation frequency, (c) Average power delivered to the resistance PL, and (d) Average
input power of the excitation Pf .
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ignored. From Equations (6.7a) and (6.7b), the natural frequency and damping of the

LC circuit were calculated to be ωnLC
= 19741 Hz to 624.27 Hz and ξLC = 28.22 to

892.33 when the parallel capacitor increased from 1 µF to 1000 µF. Because ξLC >> 1,

the LC circuit was over-damped system and could be approximated to be a first-order

system. If the oscillating effect of the LC circuit played a significant role, however,

the LC circuit could dramatically change the frequency-response performance of the

device. Consider an unrealistic example, such as Lw = 0.003 H, Cr = 0.003 F, and

Rw = 0.2 Ω. The natural frequency and damping ratio of the LC circuit was calculated

to be ωnLC
= 54.06 Hz and ξLC = 0.1. Figure 6.7 shows that the under-damped LC cir-

cuit exhibited a strong effect on the device dynamics. The entire system displayed two

dynamical modes which were distributed at 7.33 Hz and 181 Hz, respectively. These

two mode frequencies were different to the mechanical natural frequency ωn = 25 Hz

and the natural frequency of the LC circuit ωnLC
= 54.06 Hz. Besides establishing the

LC circuit, as shown in Equation (6.6), the capacitor also played a role of damping.

However, it is noted that the capacitor is not an energy dissipating unit. The energy

stored on the capacitor was transferred back to the mechanical system. Such energy

transfer between the two subsystems, i.e. mechanical and electrical, could be the cause

of the observed significant change of the frequencies.

Figure 6.8 summarizes the results from frequency-response tests of an electromag-

netic harvester with a resistive load and a full-bridge rectifier (case (I)). It can be seen

that the voltage drop could increase the device response (Figure 6.8(a)), but reduced

the power delivered to the resistive load significantly (Figure 6.8(c)), because the volt-

age drop caused the decrease of the voltage across the resistive load, leading to the

decrease of the output current of the device, and thus weakening the reverse effect of

the electromechanical coupling. When the voltage drop increased from 0V to 1.6V,

the maximum power delivered to the resistive load was reduced from 2.721 mW to 1.1

mW, with 59.6% reduction. Therefore, the output power obtained from pure resistance
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Figure 6.6: Effects of a parallel capacitor on single frequency-response performance of
an electromagnetic harvester with a resistive load (RL = 1300Ω): (a) Velocity ẋ, (b)

Work efficiency of the excitation η =
∫ 2π

ω
0

F (x,t)ẋdt
∫ 2π

ω
0

|F (x,t)ẋ|dt
where ω is the excitation frequency,

(c) Average power delivered to the resistance PL, and (d) Average input power of the
excitation Pf .
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Figure 6.7: Effects of a parallel capacitor on single frequency-response performance of
an electromagnetic harvester with a resistive load (RL = 1300Ω): (a) Velocity ẋ, (b)

Work efficiency of the excitation η =
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ω
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F (x,t)ẋdt
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ω
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where ω is the excitation frequency,

(c) Average power delivered to the resistance PL, and (d) Average input power of the
excitation Pf . The parameters of the electrical elements were Lw = 0.003H, Cr =
0.003F, and Rw = 0.2Ω.
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overestimated that obtained from the electrical load shown in case (I). Figure 6.8 also

shows that the rectifier had no effect on the natural frequency of the device.

Figure 6.9 shows the effects of a regulating capacitor on the frequency-response per-

formance of the electromagnetic harvester. The voltage drop of the rectifier was fixed

at 0.8 V. For comparison, the results regarding the system without the regulating ca-

pacitor are also presented. As predicted by the theoretical analysis, the presence of the

regulating capacitor in parallel connection reduced the impedance of the electrical load,

causing more current through the electrical load than that of case (I). The increase of

the output current indicated the strengthening of the reverse effect of the electrome-

chanical coupling, equaling to the increase of the system damping, which lead to the

decrease of the system response as shown in Figure 6.9(a). Because of the decrease of

the device response, the output voltage of the electromagnetic harvester was reduced.

Combined the reduced output voltage with the reduced impedance, thus, the voltage

across the resistive load was reduced, leading to the decrease of the power delivered to

the resistive load (Figure 6.9(c)). Although the regulating capacitor and the inductance

of the winding constructed an LC circuit, its effect on the resonance frequency of the

system was not exhibited because of the high damping ratio of the LC circuit and the

one-way properties of the rectifier for electrical energy transfer.

Figure 6.10 shows the effects of charging circuit on the performance of the electro-

magnetic device. The excitation frequency was fixed at 25 Hz. Three capacitors were

employed, i.e. Cs = 5 mF, 10 mF, and 50 mF. It can be seen that before the volt-

age across the capacitor reached to the final value, the response of the harvester was

transient and non-stationary. As more energy stored in capacitors (i.e. the increase

of the voltage across it), the device response gradually settled at the final open-circuit

state even the three capacitors had different capacitance. At the open-circuit state, the

voltage across capacitors equaled to the amplitude of the open-circuit voltage of the

harvester minus the voltage drop of the rectifier, i.e. VLult
= 4.42 V. When the voltage
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ẋ
(m

/
s)

23 24 25 26 27
0

1

2

3

frequency (Hz)

P
L
(m

W
)

23 24 25 26 27
20

40

60

80

100

frequency (Hz)
η
(%

)

23 24 25 26 27
0

6

12

18

24

frequency (Hz)

P
f
(m

W
)

 

 

Vr = 0V
Vr = 0.2V

Vr = 0.4V
Vr = 0.6V

Vr = 0.8V

Vr = 1.2V
Vr = 1.6V

Ae = 0.5g
RL = 1300Ω

(a) (b)

(d)(c)

Figure 6.8: Effects of a full-bridge rectifier on single frequency-response performance
of an electromagnetic harvester with a resistive load (RL = 1300Ω): (a) Velocity ẋ, (b)

Work efficiency of the excitation η =
∫ 2π

ω
0

F (x,t)ẋdt
∫ 2π

ω
0

|F (x,t)ẋ|dt
where ω is the excitation frequency,

(c) Average power delivered to the resistance PL, and (d) Average input power of the
excitation Pf .
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Figure 6.9: Effects of a parallel capacitor with a full-bridge rectifier on single frequency-
response performance of an electromagnetic harvester with a resistive load (RL =

1300Ω): (a) Velocity ẋ, (b) Work efficiency of the excitation η =
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ω
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F (x,t)ẋdt
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|F (x,t)ẋ|dt
where ω

is the excitation frequency, (c) Average power delivered to the resistance PL, and (d)
Average input power of the excitation Pf .
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across the capacitors was charged to be 99% of the ultimate voltage, the ratio of the

charging time for these three capacitors (i.e. t10mF : t5mF : t1mF ) was 9.74 : 4.88 : 1,

which was smaller than the ratio of the capacitance values, i.e. 10 : 5 : 1. The related

average power was calculated to be 0.3265 mW for Cs = 1 mF, 0.336 mW for Cs = 5

mF, and 0.3343 mW for Cs = 10 mF, respectively.

6.2.2 Piezoelectric vibration energy harvester

The load characteristics of a piezoelectric harvester was first investigated. The excita-

tion frequency was fixed at 121 Hz which was the same to ωnsc
of the device. Three

types of electrical loads used in the load test of the electromagnetic harvester were also

considered. The results from numerical studies for these three cases are summarized

in Figures 6.11, 6.12, and 6.13, respectively. Since the parallel capacitor reduced

the impedance of the electrical load, increasing the parallel capacitor resulted in the

state of the system closing to the short circuit, and thus the natural frequency of the

system approaching the natural frequency at the short circuit. As a result, the device

was at resonance with the excitation. As shown in Figure 6.11 (a) and (b), the de-

vice velocity was kept in the same value, and the work efficiency of the excitation was

η = 100%, when the parallel capacitor increased over 100Cp. Because of the decrease

of the impedance caused by the parallel capacitor, the increase of the parallel capacitor

lead to the decrease of the optimal resistive load of the device and the power delivered

to the resistive load, as shown in Figure 6.11 (c). Since the device was at resonance with

the excitation when the parallel capacitor was not less than 100Cp, the input power of

the excitation was kept in the same level which is independent of the resistive load RL

(Figure 6.11 (d)). Figure 6.12 shows the effects of the full-bridge rectifier on the load

characteristics of the device. As indicated by Equation (6.10), the voltage drop of the

rectifier not only caused the hardening of the system stiffness but also contributed a
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Figure 6.10: When the electricity generated by an electromagnetic harvester is stored in
capacitors, time history of: (a) Voltage across the capacitor VL(t) and (b) instantaneous
power of the excitation pf (t). The excitation was fixed at 0.5g and 25 Hz, and the
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Time for charging the capacitor to 99% ultimate voltage (VLult
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time instant, the energy stored in the capacitor ECs

= 1
2
CsVL was 0.0096 J for Cs = 1

mF, 0.0479 J for Cs = 5 mF, and 0.0957 J for Cs = 10 mF, respectively.
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dry friction to the system. Thus, increasing the voltage drop lead to the decrease of

the device response, as shown in Figure 6.12(a). Figure 6.12(b) shows that the work

efficiency of the excitation decreased with the increase of the voltage drop. As shown

in Figure 6.12(c), the voltage drop had no effect on the optimal resistive load of the

piezoelectric harvester, i.e. RLopt
= 3500Ω, but the power delivered to the resistive

load became smaller because the voltage drop reduced the device response, and thus

the input power of the excitation (Figure 6.12(d)). Figure 6.13 describes the effects

of a parallel capacitor with a rectifier on the load characteristics of the piezoelectric

harvester. Compared to the cases shown in Figures 6.11 and 6.12, it can be seen that

the combination of the parallel capacitor and the rectifier was beneficial for improving

device performance. It is noticed that with the rectifier, the increase of the paral-

lel capacitor resulted in the increase of the optimal resistive load of the piezoelectric

harvester, i.e. RLopt
increasing from 3500Ω to 5000Ω when Cr increased from 0Cp to

1000Cp, as shown in Figure 6.13(c).

The frequency response of the piezoelectric harvester was then evaluated. The same

electrical loads in the load test were considered. The resistive load was fixed at 3500Ω.

Figure 6.14 shows the effect of a resistive load with a parallel capacitor on the frequency

response performance of the device. It can be seen that increasing the parallel capacitor

decreased the natural frequency of the device because the involvement of the parallel

capacitor lead to the decrease of the impedance of the electrical load, while the stiffness

of the device was decreasing with the decrease of the electrical impedance. Thus, the

natural frequency of the device gradually decreased to the natural frequency at the

short circuit, i.e. ωnsc
= 121 Hz when the capacitor increased to 1000Cp. Since the

decrease of the impedance of the electrical load caused the decrease of the output voltage

of the device, the reverse effect of the electromechanical coupling became weakening,

resulting in the increase of device response, as shown in Figure 6.14(a). Figure 6.14(b)

shows that the increase of the parallel capacitor narrowed the frequency range in which
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Figure 6.11: Effects of a parallel capacitor on load characteristics of a piezoelectric
harvester under the excitation of Ae = 0.5g and fe = 121Hz: (a) Velocity ẋ, (b) Work

efficiency of the excitation η =
∫ 2π

ω
0

F (x,t)ẋdt
∫ 2π

ω
0

|F (x,t)ẋ|dt
where ω is the excitation frequency, (c)

Average power delivered to the resistance PL, and (d) Average input power of the
excitation Pf .
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Figure 6.12: Effects of a full-bridge rectifier on load characteristics of a piezoelectric
harvester under the excitation of Ae = 0.5g and fe = 121Hz: (a) Velocity ẋ, (b) Work

efficiency of the excitation η =
∫ 2π

ω
0

F (x,t)ẋdt
∫ 2π

ω
0

|F (x,t)ẋ|dt
where ω is the excitation frequency, (c)

Average power delivered to the resistance PL, and (d) Average input power of the
excitation Pf .
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Figure 6.13: Effects of a parallel capacitor with a full-bridge rectifier on load charac-
teristics of a piezoelectric harvester under the excitation of Ae = 0.5g and fe = 121Hz:

(a) Velocity ẋ, (b) Work efficiency of the excitation η =
∫ 2π

ω
0

F (x,t)ẋdt
∫ 2π

ω
0

|F (x,t)ẋ|dt
where ω is the

excitation frequency, (c) Average power delivered to the resistance PL, and (d) Average
input power of the excitation Pf .
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the work efficiency of the excitation was as high level. Because of the decrease of

the impedance of the electrical load, the power delivered to the electrical load became

smaller as the increase of the parallel capacitor, as shown in Figure 6.14(c). In the

contrary, the input power of the excitation was increased when the parallel capacitor

increased (Figure 6.14(d)). The reason was that the increase of the parallel capacitor

resulted in the enlarging of the device response.

Figure 6.15 summarizes the results from numerical studies about the effects of a

resistive load with a rectifier on the frequency response performance of the piezoelectric

harvester. It can be seen that the voltage drop of the rectifier not only hardened

the stiffness of the device but also reduced the device response, as predicted by the

theoretical analysis for case (I). Figure 6.15(a) shows the relationship between the

system response and the voltage drop of the rectifier. Because of the presence of the

rectifier, not only the stiffness of the system became more hardening, but an additional

equivalent dry friction was also introduced to the system dynamics, compared to those

of the system with the pure resistance. These two factors caused the decrease of the

system response. With the increase of the voltage drop, the system response became

smaller. Moreover, the presence of the voltage drop not only reduced the voltage

across the resistance but also extended the duration of the system at the open circuit,

leading to significant decrease of the power delivered to the resistance. For example, the

maximum PL decreased from 0.799mW to 0.337mW when the voltage drop Vr increased

from 0V to 1.6V as shown in Figure 6.15(c). It is noticed that the extension of the

system at the open circuit hardened the system stiffness, which resulted in the natural

frequency shifted to the higher. For example, the natural frequency was increased from

122 Hz to 125 Hz when the voltage drop of the rectifier increased from 0V to 1.6V.

Figure 6.16 shows the effects of the resistive load with the regulating capacitor and

the rectifier on the frequency-response performance of the device. The voltage drop

of the rectifier was fixed at 0.8 V. As the parallel connection of the regulating capac-
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Figure 6.14: Effects of a parallel capacitor on single frequency-response performance
of a piezoelectric harvester with a resistive load (RL = 3500Ω): (a) Velocity ẋ, (b)

Work efficiency of the excitation η =
∫ 2π

ω
0

F (x,t)ẋdt
∫ 2π

ω
0

|F (x,t)ẋ|dt
where ω is the excitation frequency,

(c) Average power delivered to the resistance PL, and (d) Average input power of the
excitation Pf .
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Work efficiency of the excitation η =
∫ 2π

ω
0

F (x,t)ẋdt
∫ 2π

ω
0

|F (x,t)ẋ|dt
where ω is the excitation frequency,

(c) Average power delivered to the resistance PL, and (d) Average input power of the
excitation Pf .
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itor reduced the impedance of the electrical load, the output voltage of the harvester

became smaller, which reduced the reverse effect of the electromechanical coupling,

being equivalent to the decrease of the damping, as compared to the case without the

regulating capacitor. For a linear piezoelectric harvester, the decrease of the damp-

ing enlarged the system response. Different from the case of a resistive load with a

parallel capacitor, the presence of the rectifier resisted the increase of device response.

Combined the two factors, thus, the device response in this case was increased but

could not be up to the same level as that in the case of a resistive load with a parallel

capacitor, as shown in Figure 6.16(a). It is noted that when the regulating capacitor

was employed, the output voltage and duration of the harvester at the closed circuit

were both reduced, resulting in the decrease of the power delivered to the resistance.

With the increase of the regulation capacitor, the power output was reduced and ulti-

mately tended to a constant, as shown in Figure 6.16(c). Compared to the case of pure

resistive load, the natural frequency of the device was shifted from 122Hz to 123Hz,

while the maximum power deliver to the resistive load was reduced from 0.799 mW to

less than 0.521 mW. In this situation, therefore, using the case of pure resistive load to

predict the case of the resistive load with the regulating capacitor and the rectifier lead

to not only 53.36% overestimation on the maximum output power of the device, but

also 1% underestimation on the natural frequency of the device. For the piezoelectric

harvester, the presence of the regulating capacitor caused the increase of the device

response, resulting in the increase of the input power of the excitation (Figure 6.16(d)).

Figure 6.17 displays the results from the investigation of the effects of charging

circuit on the performance of the piezoelectric harvester. The excitation frequency was

fixed at 146 Hz which was closed to ωnoc
of the device. Three storing capacitors were

used, i.e. Cs = 0.1 mF, 0.5 mF, and 1 mF. With charging circuits, the device response

finally settled at the open-circuit state when the voltage across capacitors tended to the

ultimate voltage which was the difference between the amplitude of the open-circuit
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Figure 6.16: Effects of a parallel capacitor with a full-bridge rectifier on single
frequency-response performance of a piezoelectric harvester with a resistive load (RL =

3500Ω): (a) Velocity ẋ, (b) Work efficiency of the excitation η =
∫ 2π

ω
0

F (x,t)ẋdt
∫ 2π

ω
0

|F (x,t)ẋ|dt
where ω

is the excitation frequency, (c) Average power delivered to the resistance PL, and (d)
Average input power of the excitation Pf .
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voltage of the harvester and the voltage drop of the rectifier (VLult
= 22.86 V). When

the voltage across the capacitors was charged to be 99% of the ultimate voltage, the

ratio of the charging time for these three capacitors (i.e. t1mF : t0.5mF : t0.1mF ) was

13.75 : 6.42 : 1, which was greater than the ratio of the capacitance values, i.e. 10 : 5 : 1.

The related average power was calculated to be 0.2822 mW for Cs = 0.1 mF, 0.2197

mW for Cs = 0.5 mF, and 0.2054 mW for Cs = 1 mF, respectively. For the piezoelectric

harvester, larger capacitor had longer charging time and lower average power.

6.3 Concluding Remarks

In this chapter, the effects of three types of non-resistive loads on the performance of

vibration energy harvesters were investigated. The theoretical and numerical results

have confirmed that the device performance obtained from resistive loads cannot be

generalized for applications based on non-resistive loads. For both electromagnetic and

piezoelectric harvesters, using the results obtained from resistive loads to evaluate de-

vice performance not only result in more than 50% overestimation in the maximum

power delivered to the resistive load for the cases (I) and (II), but also underestimate

the optimal resistive load in case (II). For an electromagnetic harvester, although the

regulating capacitor and the device inductance establish an LC circuit, its effect on the

frequency characteristics of the device cannot be observed because of the over-damping

ratio of the LC circuit. The unrealistic example considered has shown that for an

under-damped LC circuit, however, the device dynamics can be significant affected.

In such system dynamics, the capacitor plays a role of damping. Different from the

dissipated damping, however, the damping contributed by the capacitor facilitates en-

ergy transfer between mechanical and electrical subsystems without energy dissipation.

Such evidence indicates the possibility of using damping to adjust device performance.

For a piezoelectric harvester, the resonance frequency of the device with a resistive load
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Figure 6.17: When the electricity generated by a piezoelectric harvester is stored in
capacitors, time history of: (a) Voltage across the capacitor VL(t) and (b) instantaneous
power of the excitation pf (t). The excitation was fixed at 0.5g and 146 Hz, and the
voltage drop was 0.8V. Blue: Cs = 1 mF; Red: Cs = 0.5 mF; and Dark: Cs = 0.1 mF.
Time for charging the capacitor to 99% ultimate voltage (VLult

= 22.86 V) was 90.7 s
for Cs = 0.1 mF, 582.7 s for Cs = 0.5 mF, and 1246.9 s for Cs = 1 mF, respectively.
At such time instant, the energy stored in the capacitor ECs

= 1
2
CsVL was 0.0256 J for

Cs = 0.1 mF, 0.1280 J for Cs = 0.5 mF, and 0.2561 J for Cs = 1 mF, respectively.
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is smaller than that of the device with a non-resistive load. For the charging circuit, the

results have suggested that larger storing capacitor is beneficial for an electromagnetic

harvester but not for a piezoelectric device.
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Chapter 7

MANIPULATING ROLES OF THE EXCITATION

TO ENHANCE ENERGY HARVESTING PERFOR-

MANCE

Harvesting energy from vibrations has been reckoned as a promising, enabling technol-

ogy because of its potential in revolutionizing a variety of applications, such as sensing

[4, 91], monitoring[77], in vivo powering of medical devices [92, 93], etc. The past two

decades have witnessed considerable advances in vibratory energy harvesting, but its

well-regarded promise still remains far from reality. A careful review of the literature

appears to lead to the conclusion that some fundamental aspects of energy transfer in

an energy harvesting system have been overlooked and the lack of such understandings

may have been the culprit of the current technological stagnation in this field.

The objective of vibratory energy harvesting is to extract as much energy as pos-

sible from a vibrating body – the source. In doing so, a harvester must dynamically

interact with the source, rendering a problem of targeted energy transfer between two

systems [30, 94]. If the harvested energy is negligible compared to that of the source,

it is admissible to assume that the harvesting activity does not alter the vibrations of

the source, i.e. the source can be treated as an infinite energy source. If one considers

the problem in the entire parameter space, it is equivalent to the problem of global

optimization, in which the harvested energy is the target for maximization. For devices
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whose responses to external excitations can be described in closed-form expressions, e.g.

linear devices, the optimization problem can be solved exactly because the closed-form

solutions span the entire parameter space [13]. For nonlinear devices, the optimization

problem cannot be exactly solved because of the lack of closed-form representations

of the responses. As a compromise, nonlinear devices/designs have been traditionally

evaluated using the harvested energy as the performance indicator within a subset of

the parameter space [9]. For example, the frequency responses obtained from the ap-

proximated, analytical solutions have been widely used for this purpose. If even the

approximated solutions are not available, devices have been evaluated using numerical

simulations and physical experiments that cover even smaller subspace of the param-

eter space. Caution must be exercised for such optimization based on a subset of the

parameter space because the results may not be generalized. Not only may the condi-

tions of the evaluations in the subset space favor one device over another, rendering an

unfair comparison [62], the comparison itself also does not provide useful implication in

the device performance outside the subset of the parameter space. For example, under

a single-frequency excitation and provided that the stringent requirements on initial

conditions are met, nonlinear devices perform well over a wider range of frequencies

than linear devices [50, 78, 79, 81]. Because of the inapplicability of the principle of su-

perposition, however, such a “broadband”performance does not indicate a satisfactory

performance if the excitation is of rich frequency content. On the contrary, nonlinear

devices may not offer any benefit under a multi-frequency excitation [59, 61, 62]. Thus,

when the response cannot be described in closed form, such as the case of a nonlinear

device, one has to return to the original problem of energy transfer.

There has been substantial work related to energy transfer between two systems.

An account of targeted energy transfer most relevant to the current study can be found

in Vakakis et el [95]. The effects of coupling strength on the performance of vibratory

energy harvesting have been treated in [96, 97]. Although the excitation (or the host
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vibration) is the source of the energy to be harvested, the excitation can temporally

behave as a sink for a limited time, during which energy flows from the harvester back

to the excitation. To the best knowledge of the authors, the role of the excitation

acting as a sink in energy harvesting has not been examined. In this chapter, we show

that the overlooked role of the excitation as a sink is important for the effectiveness

and efficiency of a device. When the closed-form representation of the device response

cannot be found, manipulating the roles of the excitation to minimize the extent to

which it acts as a sink appears to be a viable alternative to the theoretical optimal

solution.

7.1 Theoretical analysis

Following the most common practice in this field, let’s consider an energy harvester and

assume that the energy is harvested through a resistive load. The governing equation

for the system can be generally written as

mẍ+ cmẋ+ k(x) + κy = F (x, t), (7.1a)

αẏ + βy = κẋ, (7.1b)

where x denotes the displacement of the mass m, cm the linear mechanical damping

coefficient, k(x) the restoring force, κ the linear electromechanical coupling coefficient,

and F (x, t) denotes the general external force, including parametrical excitations. For

inductive devices, y, α and β represent the induced current, the inductance of the

winding and the total resistance, respectively. For capacitive ones, they represent the

induced voltage, the capacitance of the piezoelectric element and the load conductance,

respectively. Over a reasonable period of time T , e.g. the fundamental period of

a periodic oscillation, the harvested energy is Eh = β
∫ T

0
y2dt. The total dissipated
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energy Ed = cm
∫ T

0
ẋ2dt + β

∫ T

0
y2dt is compensated by the net work of the excitation

over T , i.e. Ef =
∫ T

0
F (x, t)ẋdt.

The process of energy transfer between the excitation and the harvester can be

analyzed using a generalized phase. As shown in Fig. 7.1, taking the force direction

as the polar axis
−→
OL, the force F (x, t) can be represented by the force vector:

−→
F =

(|F (x, t)|, 0). The velocity ẋ can be denoted as the projection of the vector
−→̇
x =

(Av, φ(t)) on the polar axis
−→
OL, where Av is the magnitude of the velocity and φ(t) is

defined as the generalized, instantaneous phase between
−→
F and

−→̇
x . For periodic cases,

Av can be defined as the amplitude of the response, therefore cosφ(t) = ẋ
Av

sgn (F (t)).

Note that for the case where multiple harmonics exist in the response, which could be

due to nonlinear system response and/or a broadband excitation, the generalized phase

φ(t) is a nonlinear function of time. However, if there is a dominating frequency ωd in

the response, a linear approximation may be possible, i.e. φ(t) ≈ ωdt + φ0, φ0 being

a constant phase lag. The instantaneous power of the excitation is pf (t) =
−→
F · −→̇x =

|F (x, t)|Av cosφ(t). The role of the excitation in the energy transfer process is reflected

by the instantaneous phase, cosφ(t) > 0 indicating that excitation works as an energy

source to the device and cosφ(t) < 0 indicating that excitation draws energy from the

device, acting as a sink. The net work of the excitation can be rewritten as Ef =
∫ T

0
|F (x, t)|Av cosφ(t)dt = |W+| − |W−| where W+ and W− denote the positive and

negative work over T , respectively. The sum of the absolute values of the positive and

negative work represents the actual “effort”of the excitation. It has been shown that

under the global resonance condition [83], |W−| = 0, the total effort of the excitation is

completely converted into the useful work. Under a non-resonant condition, |W−| 6= 0,

thus |W+| − |W−| < |W+| + |W−|, only part of the total effort of the excitation

contributes to the useful work. Therefore, the performance of the harvester can be
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evaluated using the coupling efficiency defined as

η =
|W+| − |W−|
|W+|+ |W−| =

∫ T

0
|F (t)| cosφ(t)dt

∫ T

0
|F (t)|| cosφ(t)|dt

. (7.2)

For a given excitation, adjustment of the phase can lead to changes in the work of

the excitation and the coupling efficiency η, i.e. ∆Ef = ∆W+ − ∆W− and ∆η =

2(∆W+|W−|−∆W−|W+|)
(|W+|+∆W++|W−|+∆W−)(|W+|+|W−|)

. There are five general possibilities:

• Case I: ∆W+ ≥ 0 and ∆W− < 0, then ∆η > 0 and ∆Ef > 0;

• Case II: ∆W+,∆W− < 0 and ∆W+

∆W−
< 1, then ∆η > 0 and ∆Ef > 0;

• Case III: ∆W+,∆W− < 0 and 1 ≤ ∆W+

∆W−
< W+

W−
, then ∆η > 0 and ∆Ef ≤ 0;

• Case IV: ∆W+,∆W− < 0 and W+

W−
≤ ∆W+

∆W−
, then ∆η ≤ 0 and ∆Ef < 0;

• Case V: ∆W+ < 0 and ∆W− > 0, then ∆η < 0 and ∆Ef < 0.

Note that when the coupling efficiency increases, ∆η > 0, the total harvested energy

increases because of the reduction of the negative work (Case I, II), except when the

reduction of the positive work is more significant (Case III). When the coupling effi-

ciency reduces, ∆η < 0, the total energy harvested reduces (Case IV, V). Thus, if it is

possible to adjust the phase such that the positive work of the excitation is increased

and the negative work is reduced, the harvested energy will increase.

7.2 Experimental materials and model

In this section, vibro-impact was utilized to introduce sudden phase changes. An in-

ductive device was constructed with a unilateral constraint to provide a nonlinearity

that allows for a sudden change of the role of the excitation. The device (Fig. 7.2) con-

sisted of a diamagnetically levitated sheet of pyrolytic graphite (31.5 mm ×31.5 mm

132



φ(t)

O
L

A v

F

x

Figure 7.1: Vector representation of the excitation F (x, t) and the velocity of the
response ẋ(t).

×1 mm)[98–100]. Eight identical windings were symmetrically attached to both sides

of the graphite. The windings were fabricated using #44 AWG copper wire (each with

160 turns) and were connected in series giving a total resistance of Rw = 315.7 Ω. A

resistive load, RL was used as the electrical load to evaluate the device behavior. In this

example, the inductive devices under low-frequency excitations were considered. Thus,

the electromechanical coupling, represented in Eq. (7.1b), could be approximated as

an algebraic relationship (because α << β), i.e. βy = κẋ. The effect of the electrome-

chanical coupling on the device dynamics could be represented as an effective electrical

damping, i.e. ce = κ2/β. Therefore, the effect of Rw and RL on the system can be

equivalent to the electrical damping ce. The mass of the pyrolytic graphite with the

attached windings was 3.11 × 10−3 kg. Levitation was achieved over a sixteen-block

array of cubic (12.7 mm) NdFeB magnets. The maximum magnetic flux density was

measured to be 0.645 T on the surface of the magnet. At static equilibrium, the air

gap between the levitated component and magnet was zgap = 0.25 mm. Because the

air gap was much smaller than the length scale of the pyrolytic graphite sheet (PGS),

the squeeze-film effect was considerable [101]. In order to reduce such effect, a through

hole of 3.23 mm in diameter was drilled in the center of every magnet, parallel to the
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Figure 7.2: Prototype Device. (a) Schematic diagrams, and (b) the experiment appa-
ratus (the shaker, the electrical load, and the oscilloscope are not shown).

magnetization direction. The linear fundamental frequency and mechanical damping

ratio of the device were identified from the free-vibration tests to be ω0 = 16.1 Hz

and ξm = 9.66%, respectively. The device was tested on a shaker (Model LW-126-13,

Labworks Inc.). Measurements were obtained using an oscilloscope (Model DPO 3040).

Because of the unilateral constraint, the dynamics of the device under a vertical,

base excitation can be represented by the following equations [102]

z̈ + 2ω0ξż + g − Fd(z)

m
= f(t), z > −zgap

ż → −ekż, z = −zgap, (7.3)

where z is the displacement of the PGS center with respect to its rest position, and

ek is the coefficient of restitution, identified to be ek = 0.6 in this study. The flipping

of the velocity can be represented using the phase φ(t), i.e. cosφ(t) → −ek cosφ(t).

The total damping includes the mechanical damping (ξm) and the equivalent electrical

damping (ξe), i.e. ξ = ξm + ξe. Symbol g denotes the gravitational acceleration. The
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diamagnetic force Fd(z) was determined experimentally to be Fd(z) = (9.2823×106z2+

3.3979× 104z + 32.79)−1 as shown in Fig. 7.3.

7.3 Results and Discussion

Fig. 7.4 summarizes the results from the numerical and experimental studies conducted

for single-frequency excitations, i.e. f(t) = Ae cosωt. The numerical simulations were

conducted using the Dormand-Prince method (MATLAB c© ode45). Four excitation

levels, Ae = 0.2 g, 0.4 g, 0.6 g, 1.0 g, were considered. Because of the limitations of

the experiment apparatus, only the excitation level of Ae = 0.2 g was used for the

experiments. For all the experimental cases, the resistive load was fixed at RL = 1 kΩ,
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corresponding to an electrical damping ratio of ξe = 18%. The results for the artificial

case without the amplitude constraint and thus without impacts were obtained using

the theoretical model, Eq. (7.3). They are also shown for comparison. The excellent

agreement between the numerical and experimental results shown in Fig. 7.4(a) demon-

strates the validity of the theoretical model. The instantaneous changes of the phase

due to the impacts were favorable outside the resonant zone of the device, as shown in

Fig. 7.4(a) and (b). The correlation between the coupling efficiency and the harvested

energy appeared to be consistent, i.e. reducing the coupling efficiency led to the reduc-

tion of the harvested energy and increasing the harvested energy led to the increased

efficiency, as predicted respectively by cases IV and V and cases I and II discussed

previously. In some small regions, 10.4∼11.2 Hz, 19∼19.9 Hz, case III dominated.

Fig. 7.4(c) illustrates the changes of the absolute values of the positive and negative

work of the excitation due to the phase changes. When the frequency of the excitation

was much lower than that of the device, the positive and negative work simultaneously

decreased, corresponding to cases II, III, and IV. For excitations with frequencies close

to the fundamental frequency of the device, the positive work reduced but the nega-

tive work increased, corresponding to case V. At higher excitation frequencies, case I

dominated, i.e. the negative work was reduced and the positive work was increased.

Fig. 7.5 shows the time histories of the instantaneous work of the excitation for the five

different cases (i.e. I∼V) under a single-frequency excitation of different frequencies

with a fixed amplitude Ae = 1 g. It is noted that for the type of device architecture

considered, mechanical impacts occur only at times when the seismic mass is moving

away from the rest position. When the period of the excitation is shorter than the

natural period of the device, there is generally a phase lag 0 < ∆ϕ < π
2
of the velocity

of the response. The excitation does positive work as the seismic mass immediately

moves away from the rest position. The positive work then gradually changes to nega-

tive because of the frequency mismatch. The exact size of the region within which the
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work is positive depends on the phase lag. A minimal distance between the constraint

and the rest position is required to guarantee that impacts would occur in the region

of negative work, corresponding to case I. As the period of excitation approaches the

natural period of the device, the region of the positive work is enlarged, requiring a

larger distance prior to the impact, otherwise case III, IV or V could dominate depend-

ing on the parameters. At resonance, the phase lag is zero. The instantaneous work

of the excitation is non-negative. Impacts downgrade the performance by turning the

positive work to negative, corresponding to case V. When the period of the excitation

is longer than the natural period of the device, the phase lag of the response velocity

is −π
2
< ∆ϕ < 0. The excitation does positive work during the whole course of the

seismic mass moving away from the rest position. Thus, impacts occur in the region of

the positive work. Cases II∼V could dominate depending on the parameters.

Fig. 7.6 shows the results from numerical studies for band-limited excitations with

a bandwidth of 10 Hz and a flat power spectral density of 0.005π g2·Hz−1. The results

resembled those of the single-frequency excitations. If the energy of the excitation was

concentrated on higher frequencies, it appeared to be guaranteed that the instantaneous

phase change would improve the performance (case I). Band-limited excitations with

different bandwidths (5 ∼ 15 Hz) were also considered. The results demonstrated

qualitatively the same trend. They are not shown for brevity.

7.4 Concluding Remarks

Although the excitation is ultimately the source of the harvested energy, the extent

of the excitation acting as a sink is critical to energy harvesting efficiency because

it represents the wasted “effort”of the excitation not converted to harvested energy.

The contradictory roles of the excitation were shown to be dictated by the mismatch

between the properties of the excitation and the device. The degree of such mismatch
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can be represented by the generalized phase angle between the device response and the

excitation. As demonstrated, an instantaneous phase angle shift can be achieved via

vibro-impacts and it changes the role of the excitation. If the phase angle shift occurs

at appropriate time instants such that it switches the excitation from being a sink to

being a source, the mismatch is temporarily eliminated and the harvested energy can be

dramatically increased. For example, the power increased from 153.1µW to 258.2µW

at Ae = 0.6g and ω = 26 Hz. For random excitations with a 10 Hz bandwidth, the

vibro-impact was shown to dramatically increase the device bandwidth and the device

efficiency was kept around 80% for center frequencies up to 20 Hz. It is noted that

vibro-impact occurs only when the seismic mass touches the magnets. Phase flipping

caused by vibro-impact is thus not necessarily a continuous action and requires no

energy compared to active methods that tune the natural frequencies. Because real-

world ambient vibrations are normally random with broad bandwidths, a panacean

solution of eliminating the mismatch based on passive methods is unlikely to exist.

Thanks to continuously improving ultra-low power sensing and switching technologies,

methods in which the role of the excitation is monitored and adjusted would be more

promising in bringing vibratory energy harvesting to fruition.
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Chapter 8

CONCLUSIONS

The aim of this study was to explore an effective technology of harvesting energy from

low-level ambient vibrations. This study has investigated the effects of mechanical

coupling on vibration energy harvesters, identifying some fundamental features regard-

ing nonlinear resonance, damping, parametric excitation, bandwidth, dynamics with

potential energy outside the potential well, and the roles of excitation. It has been

shown that the role of excitation as a sink plays a significant role in vibration energy

harvesting. The methods based on manipulating the roles of excitation to minimize

the extent to which it acts as a sink has exhibited a huge potential to enhance energy

harvesting performance. This study has also identified the effects of electrical loads on

the performance of electromagnetic and piezoelectric harvesters. Three different types

of non-resistive loads (i.e., a resistance with a rectifier, a resistance with a rectifier and

a regulating capacitor, and a charging circuit consisting of a rectifier and a capacitor)

have been used, and their impact on the harvester performance have been evaluated

and compared.

In the aspect of mechanical coupling, this study has shown that when the energy

of excitations is distributed over a broad spectrum of frequencies, existing methods

cannot provide an effective solution; however, the method based on manipulating the

roles of excitation shows a great potential to improve device performance. For existing

methods, when the potential energy of linear or nonlinear harvesters is constrained
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by their potential wells, the maximum performance can be achieved only at global

resonance. When the potential energy escapes from the potential well, however, reso-

nance is no longer a requirement for obtaining high device performance. Results have

shown that although the response of nonlinear harvesters at subharmonic vibrations

(i.e. the so-called nonlinear resonance) could be larger than that at global resonance,

the amount of energy harvested at subharmonic vibrations can be orders of magni-

tude lower. It has also been found that tunable damping in a nonlinear harvester

is advantageous to facilitating the resonance condition, while the parameterization of

excitation is beneficial for extending the resonance condition to multiple zones of the

excitation frequency. Even though the working frequency zone of nonlinear harvesters

could be widened, it does not mean that nonlinear harvesters have broad bandwidth,

because the principle of superposition does not apply. Theoretical and/or numerical

results have demonstrated that for vibration energy harvesters, both linear and non-

linear, using bandwidth as a criterion of performance evaluation is not applicable. For

the method based on manipulating the roles of excitation, theoretical and numerical

results in chapter 7 have verified that the proposed harvester can overcome the limi-

tation of bandwidth, exhibiting outstanding performance even under multi-frequency

excitations.

With respect to electrical loads, the main findings are that using results obtained

from resistive load to evaluate device performance based on non-resistive loads leads

to significant overestimation at the power output and underestimation at the optimal

resistance for the system. For an electromagnetic vibration energy harvester, if the

LC circuit is an under-damped system and the energy stored in the capacitor can be

transferred back to the mechanical system, the device dynamics can be significantly

changed; while the capacitor not only helps establish the LC circuit, it also plays a role

of damping to facilitate energy transfer between mechanical and electrical subsystems

without energy dissipation. For a piezoelectric vibration energy harvester, both the
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rectifier and capacitor affect harvester damping and stiffness. With a charging circuit,

both electromagnetic and piezoelectric harvesters exhibit similar dynamic behavior,

i.e. their responses are transient and non-stationary but gradually settle at an open-

circuit state as more energy is stored in the capacitor. Thus, the final energy stored

in the capacitor depends on the capacitance and the amplitude of open-circuit voltage

of the harvesters. Since the natural frequency of a piezoelectric device at open circuit

is different to that at closed circuit, it is thus suggested that for a piezoelectric device,

designing the natural frequency at open circuit is at resonance with the excitation.

In addition, the numerical results has also suggested that a larger storing capacitor is

beneficial for an electromagnetic device, while the reverse applies for a piezoelectric

device.

Contributions from this study were mainly within the fields of vibration energy

harvesting and system dynamics. In vibration energy harvesting, the dominant trend

reported in the literature is designing passive harvesters with broad bandwidth to fit

real-world ambient vibrations, which are normally random with broad bandwidth. How-

ever, it is noted from this study that such a panacean solution is unlikely to exist.

Results from the investigation of mechanical coupling and electrical loads have verified

that seeking ways to increase harvester bandwidth and response can be ineffective to en-

hancing energy harvesting performance. The study suggests that in bringing vibratory

energy harvesting to fruition, active methods in which the role of the excitation is mon-

itored and adjusted in real time is more promising. The study has also shown that the

introduction of rectifier and capacitor has effects on the damping and natural frequency

of harvesters, differing from the effects of pure resistance, which is usually simplified as

damping. Such results suggest that harvester performance should be evaluated while

driving the actual electrical loads, not while driving purely resistive loads. In system

dynamics, this study has found a global resonance condition which integrates the res-

onance condition for linear and nonlinear systems. The related results have proved
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that the traditional condition of nonlinear resonances (i.e. sub- and super-harmonic

resonances) is not true.

In this study, the potential of the method based on manipulating the roles of exci-

tation has been shown in vibration energy harvesting, and the effects of non-resistive

loads have been investigated. However, this study does not design and investigate an

active harvester based on manipulating the roles of excitation, and also does not in-

volve any optimization about the design of device (e.g. materials and dimensions) and

circuits. To apply the active technology of vibration energy harvesting in reality, it

is necessary to conduct some correlated investigations in the future. In addition, the

concept of global resonance developed in this study also provides some new insights into

nonlinear dynamics. The additional damping offered by a capacitor in an electromag-

netic harvester provides a potential way to use damping to adjust device performance.

Thus, further investigations which may be carried out in the future are summarized as

follows:

• Design and development of an active harvester based on manipulating the roles

of excitation. During this stage, besides theoretical and numerical evidence, the

feasibility of the active method also need be validated by experimental evidence

before it can be applied in practice.

• Optimization of the design of active device (e.g. materials and dimensions) and

circuits. These factors also play a significant role in enhancing the efficiency of

harvesters.

• Analytical methods based on the concept of global resonance should be developed

for nonlinear dynamics.

• Potential of using damping to adjust device dynamics should be further investi-

gated.
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