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ABSTRACT

The widespread use of large-scale, standards-based testing to measure educational
achievement and, by extension, instructional effectiveness, administrative efficiency, and
progress towards policy goals, has created a clear need for ongoing empirical study to
validate the appropriate uses of the resulting test scores. An important part of these
validation efforts concerns the relationship between the content standards that underlie
the structure and content of a test, and the scores obtained in actual test administrations.

Analyses were conducted on the Grade 8 and Grade 10 reading scores from the
2002 Hawai'i State Assessment (HSA) test. These analyses examined relationships
among the scores in the following areas: (a) correlations between norm-referenced items
specifically designated as being aligned with the HSA content standards, and standards-
based items based on the HSA standards; (b) correlation patterns among items aligned
with the three components of reading ability embodied in the HSA test; (c) the
uniqueness of information provided by constructed-response items, over and above that
provided by multiple-choice items; and (d) the relative difficulty of passage types in
relation to the student’s overall reading proficiency level.

The results did not support the distinction between aligned and nonaligned norm-
referenced items; both aligned and nonaligned items appear to measure the same
construct that the standards-based items measure. Also, the results did not support the
three-component model of reading ability that underlies the structure of the test, thereby
calling into question the use of component subscores to indicate areas of relative strength

and weakness in a student’s reading ability, particularly in light of generally accepted



standards for test interpretation and use. There was support for the uniqueness of
information obtained from constructed-response items, although the magnitude of that
information is small relative to that obtained by multiple-choice items. Finally, there was
evidence that the difficulty of specific passage types depends on a student’s overall
reading proficiency.

The results of this study suggest that we may need to be more conservative in our
expectations of the kinds of assessment information we can validly obtain from large-
scale, standards-based reading tests. This conclusion is at odds with the premise that the
content standards that underlie standards-based tests will result in discrete standard-
specific assessment. In fact, the results of this study indicate that the discriminant
validity, and the diagnostic value, of large-scale, standards-based assessment, cannot be

psychometrically supported.
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CHAPTER 1. INTRODUCTION TO THE STUDY

Standardized, large-scale testing has become a key feature of educational
assessment in every state (Tindal, 2002). The idea that such tests should be based on, and
aligned with, clear standards of what students should know and how well they should
perform, has been widely embraced by states and educational jurisdictions, educational
organizations, and other stakeholders as the most promising way to improve not only
educational assessment but the educational system in general (Rothman, Slattery, Vranek,
& Resnick, 2002). It has been noted that the educational reform movements based on the
adoption of standards “has increased the amount of testing in K-12 schools and raised the
consequences, expectations, and controversies attached to test results” (Pellegrino,
Chudowsky, Glaser, & National Research Council (U.S.). Division of Behavioral and
Social Sciences and Education. Committee on the Foundations of Assessment., 2001, p.
24). From the standpoint of assessment, one of the key advantages cited by proponents
of standards-based testing (SBT) is its amenability to the incorporation of locally relevant
curriculum content. Hence, SBT has the ability to deliver scores that are more
meaningful to students, teachers, and schools than the information provided by the
general measures of performance relative to national norms that traditional, norm-
referenced testing (NRT) is designed to deliver. Properly constructed and interpreted,
SBT thus holds much promise for improving the quality of assessment information for all
those concerned with school education (Linn, 2002a).

It has been pointed out, however, that the rapid adoption of SBT has proceeded

without a commensurate base of empirically grounded validity research. As Kifer (2001)



observes, “It is, of course, difficult to argue against standards and even more difficult to
be against high standards. . . .Yet, there are serious technical, conceptual, and pragmatic
issues surrounding standards-based assessments” (p. ix). For SBT, there are two general
standards-related areas that are of concern to validity investigations: content standards,
which provide the framework for understanding the constructs and abilities that the test is
designed to test, and performance standards, which provide the framework for
understanding the levels at which the student has performed on those constructs and
abilities, and on the test in general. Performance standards, which ultimately divide
students into categories such as “meeting standards” and “below standards,” have
attracted much attention to issues regarding the processes used to demarcate performance
categories and the consequences of drawing those lines in high-stakes situations. Content
standards have sometimes become embroiled in debates over “canons” of knowledge and
the appropriateness and implications of designating certain facts, subjects, and skills as
essential for a diverse population of students (Diegmueller, 1994). Both areas, then,
would benefit from careful, empirically grounded research to substantiate the
interpretations and uses of standards-based tests.

For my study, I focus on issues related to the content standards underlying the
competency broadly understood as reading ability. Reading ability has long been
identified and used as a key component of standardized educational tests in the United
States. What “reading ability” actually denotes as a theoretical concept, and how it can
best be measured with a standardized instrument, are questions that continue to find

various answers in the theoretical literature and in the design of large-scale assessments.
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To the extent that test results are used as the basis for decisions about the performance of
schools, districts, states, and individual students, it is important that the construct of
reading ability, as operationalized in those tests, be subject to careful empirical scrutiny,
particularly with respect to the guidelines set forth in the Standards for Educational and
Psychological Testing (American Educational Research Association, American
Psychological Association, & National Council on Measurement in Education, 1999;
Linn, 2002b). In particular, as states and districts integrate such tests into efforts to adopt
standards-based accountability systems, the delineation of standards in content areas
(such as reading) will likely have a major impact on curriculum design and instruction.
Further, the use of standards to assess student performance and diagnose areas of strength
and weakness means that a construct such as reading ability will be defined, for all intents
and purposes, by the scores (and subscores) that each student earns.

The terms reading and reading comprehension are sometimes used to refer to the
same ability, and sometimes to different ones, so clarification of my use of these terms is
in order. Throughout this study, I follow a conventional distinction by using the terms
reading and reading ability to refer to the entire process of decoding and constructing
meaning from printed text. 1 use the term reading comprehension to refer primarily to
the meaning construction aspect of reading; thus, reading comprehension refers to a part
of the entire reading process (Lyon, 2002; Pearson, Barr, Kamil, & Mosenthal, 1984;
Singer, Ruddell, & Ruddell, 1994; Smith, 1994). Based on this distinction, aspects of
reading that would fall outside of reading comprehension include the visual processes

involved in decoding text and the psychological process of converting text symbols to



meaningful units of sounds, words, and sentences. This distinction does not represent a
clear line between the two terms. For example, whether vocabulary is better understood
as an aspect of reading or reading comprehension depends, to some extent, on one’s
theoretical perspective on how meaning is constructed during the reading process.
Nevertheless, this distinction provides us with a useful way to more specifically discuss
such theoretical perspectives. It should be noted, however, that where these terms are
used specifically in the research covered in this study, I use the terms as originally used
in that research.

The purposes of my study, which is based on the results of the 2002 Hawai'i State
Assessment (HSA, formerly known as the Hawai'i Content and Performance Standards II
State Assessment), are as follows:

1. To contribute to the existing body of knowledge on the validation of large-

scale, standards-based tests, especially with respect to content standards.

2. To contribute to the existing body of knowledge on the construct of

reading ability, especially as it is operationalized in standards-based tests.

3. To provide test validation information on the HSA to the State of Hawai'i

Department of Education.
The Hawai'i State Assessment Reading Test
Background of the Hawai'i State Assessment

The Hawai'i State Assessment (HSA) is the state of Hawai'i’s standards-based

educational program. The program officially began with the creation of the Hawai'i

Commission on Performance Standards by the State Legislature in 1991. In 1994, that



commission published the Hawai'i Content and Performance Standards, which were
widely known as the “Blue Book.” In the same year, the State Legislature required the
State Board of Education to appoint a Performance Standards Review Commission to
review the Blue Book standards every four years, beginning in the 1997-98 school year.
The commission’s first report, issued in 1999, recommended significant changes to the
Blue Book standards. Those recommendations resulted in revised standards, which were
adopted by the State Board of Education in 1999 and were now known as the Hawai'i
Content and Performance Standards, Second Edition, or HCPS II. The HCPS 11
underwent further study and revision, most significantly by a company under contract to
the Hawai'i State Auditor, which had been requested by the State Legislature to examine
HCPS II and make sure that its standards were in line with nationally comparable
standards (Hawai'i State Auditor, 2001). The HCPS II standards guided the development
of the State Assessment Program, the large-scale, standardized test designed to measure
student achievement using the HCPS II standards. The State Assessment Program was
first administered statewide in spring 2002. It is from that 2002 test administration that
the data for this study is drawn. (Hawai'i Department of Education Office of
Accountability and School Instructional Support/School Renewal Group, 1999; Hawai'i
State Performance Standards Review Commission, 2003)
Framework of the HSA Reading Standards

The rationale for the HSA reading standards is presented in the Hawai'i State
Department of Education’s (DOE) Curriculum Framework for Language Arts (Hawai'i

Department of Education Office of Curriculum Instruction and Student Support /



Instructional Services Branch, 2003), which also includes the standards for writing. The
Framework provides “the theoretical and philosophical bases, grounded in sound
research, upon which the content standards, benchmarks, and performance indicators
were developed” (p. v). Thus, the Framework provides the broader context for
understanding the HSA reading standards as the foundation for “curriculum, instruction,
and assessment,” which “are connected and must be aligned” (p. viii). The importance of
the language arts standards is evident in the following statements contained in the
Framework: “The Language Arts standards are derived from the goals of the Language
Arts Program. They are the centerpiece of the Language Arts Program. They
conceptualize how the Language Arts can be framed for assessment and instruction.
They define what all students shoﬁld know and be able to do with language” (p. 20).

Reading is one of five “areas of emphasis” within the language arts—including
writing, oral communication, literature, and language study—that are “interconnected” to
each other and to “personal knowledge, to schooling or technical knowledge, and to
social or community knowledge” (p. 2). The role and value of reading are stated as
follows: “Reading provokes thought and reflection, allows readers to create and explore
new ideas, and connects people to each other and to the world” (p. 2, emphasis in
original). Reading is defined as “a complex process of making sense of text and
constructing meaning,” and as a “recursive process” (p. 2).

The reading content standards, as well as those of the other subject areas of the
language arts, were developed according to five guidelines adopted from the U.S.

Department of Education and the Council of Chief State School Officers. These



guidelines state that: (a) content standards should focus on the essential aspects of the
subject and be based on solid scholarship, (b) content standards should be clear and
applicable to educational practice, (c) the number of content standards should be “few,”
and each should be “bold and brief” in conveying the essential aspect of the standard, (d)
content standards should be developed by consensus of stakeholders, and (e) content
standards should represent goals, not current states, of learning (p. 12). Other sources for
the criteria used to develop and revise the standards include the Council for Basic
Education and national standards documents, which were not further specified (Hawai'i
State Auditor, 2001).

The language arts content standards, which include the reading standards, are
organized into four “strands.” There is no stated definition of “strand,” but based on the
way the term is used it can be viewed as designating skills or capabilities that good
readers possess. The DOE notes that although these strands are presented as separate and
distinct for the sake of better understanding the standards, in actuality they are
“intricately interwoven and constantly interacting” (Hawai'i Department of Education
Office of Curriculum Instruction and Student Support / Instructional Services Branch,
2003, p. 12).

The strands and their descriptions are as follows:

[

1. Range—*“Read a range of literary and informative texts for a variety of
purposes including those students set for themselves.”
2. Processes—“Develop and use strategies within the reading processes to

construct meaning.”
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3. Conventions and Skills— Develop and apply an understanding of the

conventions of language and texts to construct meaning.”

4. Response and Rhetoric—"Using individual reflection and group
interaction, comprehend and respond to texts from a range of stances:
personal, critical, and creative.” (Hawai'i Department of Education Office
of Curriculum Instruction and Student Support / Instructional Services
Branch, 2003, pp. 14-16).

Three of the language arts strands—Processes, Conventions and Skills, and
Response and Rhetoric—constitute the reading content standards, and are used as the
basis for aligning the items in the HSA Reading test and for reporting a student’s
subscores on the test. The Range strand is incorporated into the HSA test in a different
way. Rather than individual test items being aligned with the Range strand, the reading
passages upon which test items are based are distributed among three different text types:
literary, informational, and functional. This classification is explained in further detail
below.

Structure of the HSA Reading Test

The complete HSA is composed of two tests: (a) The Stanford Achievement Test,
Ninth Edition (SAT-9) Abbreviated. The SAT-9 Abbreviated consisted of a subset of
items of the complete SAT-9, which were selected to enable comparability of scores on
the SAT-9 Abbreviated and the complete SAT-9; and (b) The standards-based tests of

reading, writing, and mathematics developed by the DOE. The complete HSA was

administered to students in seven sections:



1. The Reading Comprehension Subtest of the SAT-9 Abbreviated test.

2. The Mathematics Problem Solving Subtest of the SAT-9 Abbreviated test.

3-4. Two standards-based reading segments of the HSA.

5. The writing assessment segment of the HSA.

6-7. Two standards-based mathematics segments of the HSA.

Thus, there were three segments (segments 1, 3, and 4) of the 2002 HSA that
assessed reading ability (Hawaii State Department of Education, 2001).

Components of the HSA Reading Score

There are two main scoring components of the HSA Reading test. The first
reflects the student’s performance on all of the SAT-9 reading comprehension items.
This score provides the basis for assessment of a student’s reading performance against
national SAT-9 norms. The second component reflects the student’s performance on all
of the standards-based, DOE-developed items, plus selected items from the SAT-9
segment that have been pre-identified by the DOE as being aligned with the HSA content
standards for reading. Thus, a student’s HSA reading score consists of items from both
the SAT-9 Abbreviated and the DOE segments that shared a common trait in being
aligned with the HSA content standards for reading.

The items that make up the complete HSA test can be grouped in several ways.
Hereafter, I will use the following terms to denote the various groups described below:

1. DOE items: The questions developed by the DOE, all of which are

aligned with the DOE reading content standards. On the 2002 test
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administration, there were 37 and 36 DOE items on the Grade 8 and Grade
10 tests, respectively.

SAT-9: The SAT-9 Abbreviated Reading Comprehension Subtest,

composed of 30 items. A student’s score on the SAT-9 items is used to

provide reading competency information relative to national norms. The

SAT-9 items can be further divided into two groups:

a. Aligned SAT-9 items: The subset of SAT-9 Abbreviated questions
identified by the DOE as being aligned with its reading standards.
These questions are counted in the student’s HSA reading score.
For Grade 8, there were 10 aligned items; for Grade 10, there were
16 aligned items.

b. Nonaligned SAT-9 items: The remaining SAT-9 Abbreviated
questions not aligned with the DOE reading standards, and not
counted in the student’s HSA reading score. For Grade 8, there
were 20 nonaligned items; for Grade 10, there were 10 nonaligned
items.

HSA Reading test. All of the reading test items given to students,

composed of all of the SAT-9 Abbreviated items and all of the DOE items.

Students were presented with a total of 67 items on the Grade 8 test, and

66 items on the Grade 10 test.

HSA Reading score: A student’s HSA Reading score is the sum of (a) the

aligned SAT-9 items, and (b) the DOE items. All of these items are
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aligned with the DOE reading content standards. The Grade 8 reading
score was composed of 47 items, and the Grade 10 score was composed of
52 items.

Table 1 summarizes the breakdown of the HSA Reading test items into alignment

and content strands categories.

Table 1

Summary of HSA Reading Test Items

Aligned Items Nonaliened
Source of Item onaiigne Total Items
Comp.  Conv.& o . Total Items
Processes Skills p Aligned

Grade 8
SAT9 1 2 7 10 20 30
DOE 15 11 11 37 0 37
Total 16 13 18 47 20 67

Grade 10
SAT9 1 4 11 16 14 30
DOE 12 11 13 36 0 36
Total 13 15 24 52 14 66

Proficiency Levels of the HSA Reading Test

The scores obtained by the HSA Reading test are used to generate three of the
four sections of both the English Language Arts student report and summary report. (The
fourth section is based on scores obtained by the writing test of the HSA.) The student

report provides information on the performance of the individual student. This
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information is organized into three areas: (a) raw and percentile rank scores for the SAT-
9 test; (b) raw and percent-of-total scores for each of the three reading strands with which
the individual test items are aligned; and (c) identification of the performance level into
which the student has been placed on the basis of the HSA score, and a narrative
description of that standard. The summary report provides information on the
performance of an individual class. This information is also organized into three areas
that differ somewhat from those on the student report: (a) the average HSA reading (raw)
scores for the class, school, district, and state, and the percentile rank of the class’
average SAT-9 score relative to national SAT-9 norms; (b) the average score of the class
on each of the three reading strands; and (c) the number and percent of students in the
class who placed into each of the four proficiency levels (Hawai'i Department of
Education, 2001, 2003)

A student’s HSA Reading score items are used to place the student into one of
four standards-based performance or proficiency levels: (a) well below proficiency, (b)
approaches proficiency, (¢) meets proficiency, and (d) exceeds proficiency (Hawai'i
Department of Education, 2003). As discussed above, these performance levels are
reported for both the individual student and for the student’s class.

Classification of the HSA Reading Test Items

The basic format of the HSA Reading test as presented to students consisted of a
reading passage followed by a series of questions. (A sample of this format is included in

the Appendix.) Each of those questions can be classified along the following dimensions:
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Alignment: Of the four language arts strands described in the Curriculum
Framework for Language Arts, three are adapted specifically for
classifying reading questions. These three reading strands are (a)
Comprehension Processes, (b) Conventions and Skills, and (¢) Response.
(The fourth strand, Range, is incorporated in the passage type dimension,
as explained on page 8.) Thus, each item is used as an indicator for, and is
aligned with, one (and only one) of the three reading strands. As noted
above, all DOE items are aligned with one of the standards, while only
select SAT-9 items are so aligned.
Response Format: This refers to the type of response required by an item.
Response formats include multiple-choice, open-ended, or extended
response. (Note: A fourth format, short-answer, was not used in the 8th-
and 10th-grade reading tests.) Multiple-choice (MC) items ask students to
select a correct answer from four alternatives. Open-ended items ask
students to respond to a prompt with an answer that could range from a
few sentences to a paragraph. Extended response items ask students to
respond to a prompt with an answer ranging from a few paragraphs to
several pages.
Passage Type: This refers to the genre of the passage on which the item is
based. The three passage types are literary, informational, and functional.
Literary passages are short works or selections of fiction. Informational

passages are designed to elicit the kind of reading that a student generally



14
does for textbooks and other academic material for which the primary
purpose is to gain information. Functional passages are designed to assess
the student’s ability to follow text instructions. The use of different
passage types reflects the language arts standard of range.

Table 2 lists the complete HSA reading test items for the 8th and 10th grades, and
indicates the categories within which each item can be classified.
Permission to Use Data

The DOE has granted me permission to use the data for the purpose of conducting
this study. The permission form includes a confidentiality agreement, in which I agree to
maintain the privacy of the students whose scores compose the data and to use the data
only for the purpose granted by the DOE’s permission. Hence, for this study all analyses
were conducted on data aggregations that cut across identifiable groups. No analysis in
this study constructed or used any variables that were based on districts, complexes,
schools, classrooms, teachers, or individual students, and no attempt was made to identify

the effects of, or attribute results to, those groups.



Table 2
HSA Reading Test ltem Map

Grade 8 Grade 10
ltem Strand Format Type ltem Strand  Format Type
SATO1 RE MC L SATO1 MC L
SAT02 Cs MC L SAT02 RE MC L
SAT03 MC L SATO03 MC L
SAT04 MC L SAT04 RE MC L
SATOS MC L SATOS RE MC L
SAT06 CP MC | SAT06 ~ MC L
SATO7 MC | SATO7 MC L
SATO08 RE MC ! SAT08 MC L
SAT09 RE MC [ SAT09 CS MC L
_ SAT10 ~MC SAT10 RE MC ]
SATH MC F SAT11 MC |
SAT12 MC F SAT12 Cs MC |
SAT13 MC F SAT13 Cs MC ]
SAT14 MC F SAT14 RE MC !
_SAT5. MCF  SATf5  REMC !
SAT16 MC | SAT16 MC F
SAT17 MC | SAT17 MC F
SAT18 MC | SAT18 MC F
SAT19 MC | SAT19 RE MC F
CSAT  MC 1 SATH  MC F
SAT21 MC L SAT21 RE MC F
SAT22 RE MC L SAT22 RE MC F
SAT23 MC L SAT23 MC F
SAT24 MC L SAT24 MC I
SATZ5  RE MC L SAZ  MC |
SAT26 MC F SAT26 RE MC i
SAT27 MC F SAT27 MC I
SAT28 RE MC F SAT28 RE MC |
SAT29 CS MC F SAT29 CS MC ]
HSAQ1 CP MC L HSA01 CcP MC L
HSA02 Cs MC L HSAQ2 CS MC L
HSAQ3 RE MC L HSAQ3 CS MC L
HSAQ4 CcP MC L HSA04 CS MC L
HSA05  CP MC L HSA05  RE OE L
HSA06 cP OE L HSA06 CS MC I
HSAQ7 RE EX L HSA07 Cs MC I
HSA08 cpP MC F HSA08 CSs MC |
HSAQ9 CS MC F HSA09 CSs MC !
_ HSAtO  RE MC  F (HsAtO ¢ O 1
HSA11 Cs MC F HSA11 RE OE |
HSA12 CS MC F HSA12 CcP MC L
HSA13 RE OE F HSA13 Ccp MC L
HSA14 RE OE F HSA14 CS MC L
HSA15 Cs MC L HSA15 RE MC L



Table 2 (continued)
HSA Reading Test ltem Map
Grade 8 Grade 10

item Strand Format Type Item Strand Format  Type
HSA16 CS MC L HSA16 RE MC L
HSA17 ] MC L HSA17 cP MC I
HSA18 RE MC L HSA18 cP MC I
HSA19 RE OE L HSA19 CP MC !

_ HSA20 CP  MC L ~ HSA20 CS MC |
HSA21 cP MC L HSA21 RE MC |
HSA22 RE MC L HSA22 RE MC I
HSA23 cP OE L HSA23 RE EX I
HSA24 CP MC F HSA24 RE OE !

______ HSA25 _CP. MC F _ HSA25 CP MC [
HSA26 cP MC F HSA26 CP MC I
HSA27 CP MC F HSA27 CS MC I
HSA28 cP MC F HSA28 CS MC !
HSA29 CS MC F HSA29 RE MC I
HoA) €S MC  F HSA%  RE  EX |
HSA31 RE EX F HSA31 CP MC F
HSA32 RE MC ! HSA32 cP MC F
HSA33 cP MC | HSA33 RE MC F
HSA34 CS MC ! HSA34 RE MC F
HSA35 CS MC | HSA35 cP OE F
HSA36 cP MC [ HSA36 RE EX F
HSA37 RE OE I

Note.

Abbreviations used in table:

Content Strand: CP = comprehension processes, CS = conventions and skills,

RE = response, blank = nonaligned

Format: MC = multiple-choice, OE = open-ended, EX = extended response

Type: L = literary, | = informational, F = functional

16
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CHAPTER 2. REVIEW OF THE LITERATURE

Construct Validation of Large-Scale, Standards-Based Tests

The most recent edition of the Standards for Educational and Psychological
Testing (American Educational Research Association et al., 1999) begins with the
assertion that validity “refers to the degree to which evidence and theory support the
interpretations of test scores entailed by proposed uses of tests. Validity is, therefore, the
most fundamental consideration in developing and evaluating tests” (p. 9). Since one of
the proposed uses of the HSA is to determine the proficiency level of students for a
construct identified as “reading” as well as indicating their performance on each of the
three components or “strands” of reading, it is useful to consider some of the theoretical
issues involved in construct validation. Geisinger (1992) succinctly charts the evolution
of the concept of validation from the 1954 publication of the American Psychological
Association’s Technical Recommendations for Psychological Tests and Diagnostic
Techniques, through the 1985 Standards for Educational and Psychological Tests and
Manuals. Geisinger points out that there has been clear movement towards a unified
concept of construct validity that subsumes traditional ideas of content and criterion
validity. While this has led some researchers to downplay the importance of content- and
criterion-related validation, he argues that the two provide key support for broader
construct validation efforts, especially with respect to tests in which “the domain
delineations and definitions of success [are] determined by expert judgments. Thus,
although content-related validation does not consider the responses of test takers in its

evaluation of a test and therefore has been removed by some from the set of validation
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strategies, criterion-related validation determines validity by assessing the degree of
correlation with presumably content-valid criteria” (p. 208). This point is particularly
relevant to an analysis of a test like the HSA where the content standards and the test
items are developed through a process of expert opinion and review.

Messick’s (1989) discussion of validity as “an integrated evaluative judgment of
the degree to which empirical evidence and theoretical rationales support the adequacy
and appropriateness of inferences and actions based on test scores or other modes of
assessment” (p. 13, emphases in original) provides an extensive argument for basing
validity assessments on the uses of test scores. Linn’s (2002a) elaboration of the
implications of this concept of validity for standards-based assessment covers several
topics that are of much relevance to this study, including changing conceptions of content
areas and the manner in which performance standards are implemented in tests of those
areas.

Validity issues relating to the use of test scores for normative and curriculum-
specific assessment explored in Linn and Hambleton (1991) are relevant to the HSA,
which is designed to provide both normative and curriculum-specific information to
parents and educators. The many potential threats to validly drawing both normative and
standards-based conclusions from the same data at the national level are discussed by
Linn (1998). Linn and Hambleton (1991) note that making valid inferences from large-
scale tests is complicated by the many purposes for which such tests are designed; often,
“a testing program designed to serve well one of these purposes may do a relatively poor

job of satisfying another expectation” (p. 186). The authors argue that caution is required
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when constructing tests to provide meaningful information for both normative and
standards-based purposes. Ideally, students would be given multiple tests, each designed
for a specific purpose. Doing so, however, would be financially burdensome, and likely
allocate an unreasonable amount of instructional time to testing; thus, “there are strong
pressures for the development of efficient testing systems that can serve multiple
purposes simultaneously” (p. 186). The practical demands for testing efficiency,
however, raise a fundamental question: “Can a test serve multiple purposes and retain an
adequate level of validity for each purpose?” (p. 194).

An important aspect of validity investigations within a standards-based paradigm
is alignment: the extent to which the test items themselves accurately represent the
standards that test-takers are being measured against. “For accurate inferences to be
made about student achievement and growth over time, these [standards-based]
assessments must measure the knowledge and skills deemed valuable and described in
policy documents such as state content standards. From this perspective, alignment has
both content and consequential validity implications” (Bhola, Impara, & Buckendahl,
2003, p. 21). Bhola et al. (2003) review four models of assessing the degree and quality
of alignment between test and standards, and adapt Webb’s (1997) model in their study
of the reading/writing and mathematics content standards of Nebraska’s statewide test.
The alignment models discussed in Bhola et al. (2003) provide a useful context for
thinking about how test items can be analyzed in terms of how they represent both the
breadth of the content area and the depth of thinking by the test taker. In a

comprehensive review of elementary school level reading standards of all fifty states,
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Wixon, Fisk, Dutro, and McDaniel (2002) found that alignment was interpreted quite
differently by different states. Although the processes used by the states in aligning
standards with tests were fairly clear-cut, assessing the extent of alignment was
complicated by a variety of differing interpretations of adequate coverage of standards.
Components of Reading
Terms and Approaches Used in Studying the Problem
In a review of reading models dating from the mid-1960s to the mid-1980s,
Samuels and Kamil (1984) noted that one of the difficulties of comparing such models
lay in the different knowledge bases and theoretical assumptions that each is built on,
reflecting the influence of scientific philosophies extant at the time. Samuels and Kamil
focus on models based in information processing (IP) theory, but make clear that even
within this framework there are large contrasts among the models. Similarly, current
understandings of reading components come from a variety of perspectives both within
and across theoretical frameworks. For this reason, the terms used to conceptualize and
define reading components, including “component,” “dimension,” “subskill,” and
“factor,” reflect various theoretical frameworks, perspectives, methodological choices,
and what Brennan (1998) has identified as a fair amount of confusion over the constructs
the terms are intended to denote. In general, though, the terms “component” and
“subskill” are used to refer to discrete processes and capabilities within an overall reading
process conceptualized within IP and developmental frameworks; the term “dimension”
is often used within an item response theory (IRT) framework that emphasizes the

characteristics of test questions; and the term “factor” is generally used to refer to the
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constructs that emerge from latent factor analyses. Thus, each of the terms indicates, to
some degree, the relative emphasis placed on the hypothesized model of reading
components versus the method used to discern those components. In the discussion that
follows, the terms are used as they were originally used in the studies being covered, and
the term “component” is used when making reference to the general concept of
subdivisions within reading competency. Similarly, the terms “decoding,” “word

% 4

recognition,” “phonological,” and “word building” are often used to refer to the processes
and skills involved in perceiving, recognizing, and representing text for meaningful
construction by the reader. The term “comprehension” is used to refer to the processes
and skills involved in constructing meaning, making inferences, and monitoring
understanding. These two general classes of skills are often referred to as “lower level”
and “higher level,” respectively, although as will be discussed below these designations,
at least in terms of their common-use implications, may not be entirely appropriate.
These terms will also be used as originally used in the studies discussed.

The discussion of the literature that follows is organized around three perspectives
on models of reading within a general cognitive theoretical framework—developmental,
information processing, and holistic—as well as actual applications of reading models in
large-scale testing. The focus in this discussion is on several key issues that bear on the

problem of measuring components with a large-scale test. Subsequently, I consider

applied approaches to reading components that inform current large-scale assessments.
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Developmental or Language Ability Level Perspectives

One approach to reading components is to treat them within the context of the
learner’s cognitive or language ability development. From this perspective, components
and the relationships among them are generally treated as dynamic and evolving rather
than static. Key assessment issues involve the use of developmentally appropriate
methods to measure reading ability, and the relationship between reading ability and
other cognitive processes.

One implication of a developmental perspective is that specific components may
be theoretically and diagnostically useful only during certain periods in a reader’s
development. Stanovich’s (2000) review of critical themes in cognitive developmental
approaches to reading indicates that research evidence supports a model of reading as
composed of two general processes that change in importance over time and across
individuals of different reading skill levels: a word recognition process and a
comprehension process. He notes that theories of cognitive resource constraints,
automaticity, and modularity, have successively shaped our current understanding of how
individuals develop as readers with respect to their cognitive abilities. In particular,
Stanovich argues for a modularized view of the word recognition process in good readers
as independent of higher level, context-related knowledge and skills. This modularity, he
notes, refers to the informational self-sufficiency of the word recognition process, and
not, as had been earlier hypothesized, to its being free of cognitive resources or attention.

Thus, poor readers, or those at an earlier stage of development, rely on contextual cues
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and other aspects of the reading environment to assist them with word recognition,
thereby reducing the resources available to them for comprehension.

This perspective informs Stanovich’s (1986/2004) well-known discussion of the
“Matthew effects” of reading difficulties, in which he argues that in identifying specific
reading problems one must account for the reciprocal relationship between cognitive
development and reading skills. Early reading problems lead to problems in related
cognitive skills, which in turn prevent reading skill development, and left unchecked this
process becomes a downward spiral. Conversely, in normal reading development the
nature of reading changes as the reader develops, with skills becoming more
interdependent and, hence, more difficult to isolate and specify as sources of reading
difficulty. Thus, he notes that the empirical evidence for specific reading skills beyond a
certain level of development is weak, but urges that such a line of research is worth
pursuing. This view is supported by Alderson (2000), who suggests that “component
skills approaches may be valid and justified for beginning, weak, dyslexic or low-level
second-language readers, but not for more advanced readers” (p. 97). However, he notes
that the evidence for this position is far from conclusive, with some studies finding very
high correlations among components (suggesting one general reading skill) even among
these populations.

The changing relationship between word recognition skills and comprehension
skills is a key concern of researchers working within a developmental framework.
Rupley, Willson, and Nichols (1998) find support for a modified version of Carver’s

(1993) theory of general reading ability, or “rauding” ability. Rauding components
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posited by Carver include a general intelligence factor called cognitive power, a cognitive
speed component that reflects naming and identification speed, listening comprehension,
and word pronunciation ability. Rauding theory, in turn, is an extension of Gough’s
simple view theory (Gough, Hoover, & Peterson, 1996) that takes into account the
changes in reading development in the early years of schooling. In the simple view
model, reading consists of a decoding component and a general comprehension
component. Rupley et al. argue that the simple view, as originally conceptualized, is
weak in addressing other factors affecting reading development in elementary school
children. Following Carver, they find evidence indicating that for students in grades 1
through 6 word recognition plays a key role in reading ability, but that role diminishes as
students grow older. Thus, Rupley et al. argue that decoding skill is important largely
during the younger years, and as a reader ages the relationship between decoding and
comprehension decreases.

Research into second-language (L2) learning also deals with developmental
issues, but in relation to the learner’s level of proficiency in the target language rather
than his or her psychosocial or cognitive development. Carlo and Sylvester’s (1996)
synthesis of the literature on L2 reading research is organized around Perfetti’s (1988)
verbal efficiency model of reading. According to the verbal efficiency model, reading
processes can be divided into local text and text modeling processes, which refer,
respectively, to lower level processes used to retrieve information from the specific text
being read (such as syntax, letter and word recognition, and word access) and higher level

processes that use the output of the local text processes to generate meaning. In this
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view, local text processes must be operating sufficiently well in order for reading to
occur, since they create the units out of which meaning is built; thus, developmentally
speaking, local text processes precede text modeling processes. From the perspective of
L2 reading assessment, then, it is important to isolate local text processes in order to get
an accurate picture of the student’s ability level.

With respect to the assessment of reading ability and its hypothesized
components, then, these studies suggest that any such components must be
conceptualized within a framework that accounts for changes in the reading process as
readers develop. However, developmental changes in cognition and reading may have
varying effects on efforts to assess components. For example, in a diverse group of
readers evidence of comprehension subskills demonstrated by proficient readers may be
difficult to disentangle from results reflecting difficulty with word recognition processes
in less developed readers. On the other hand, evidence for components may be more
evident in such a group, if those components are designed to reflect skills that are
distinguishable in less developed readers because of their need to devote higher level
thinking and contextual cues to word recognition processes.

Information Processing Perspectives

In a sense, the very concept of reading as consisting of components is very much
within an IP paradigm (Grabe & Stoller, 2002). And within that paradigm, reading—like
other kinds of cognitive activities—is, by definition, an activity involving the various
resources, components, and processes of the mind, such as long-term memory and

working memory. Research that adopts an information processing perspective treats
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components as discrete subprocesses or capabilities within a larger process of
comprehension. LaBerge and Samuels, in their inﬂuential article (1974) on the
automaticity of reading, state that “during the execution of a complex skill, it is necessary
to coordinate many component processes within a very short period of time. . . .
Therefore, one of the prime issues in the study of a complex skill such as reading is to
determine how the processing of component subskills becomes automatic” (L.aBerge &
Samuels, 1974, quoted in Stanovich, 2000, p. 222). Similarly, Fuchs, Fuchs, Hosp and
Jenkins (2001) describe reading as “a complex performance that requires simultaneous
coordination across many tasks. To achieve simultaneous coordination across tasks,
instantaneous execution of component skills is required” (p. 239). Thus, IP-informed
research is generally concerned with identifying components and specifying their
relationship to each other and to general reading ability (Carr, Brown, Vavrus, & Evans,
1990).

As Hannon and Daneman (2001) note in contrasting single- and multiple-
component theories of reading, however, many IP-based theories have argued for a single
component model of reading ability. There is little agreement on what that single
component is; answers have included word recognition skill, one of several hypothesized
higher level skills of text and knowledge integration, and working memory capacity.
Such single-component models have been criticized as inadequate because they do not
account for the wide range of cognitive and linguistic abilities that have been found to be
correlated with reading, and thus do not facilitate progress in understanding of individual

differences in reading. Hannon and Daneman (2001) argue that multicomponent models,
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particularly those that focus on higher level processes, more effectively account for
variance on standardized reading tests that have been shown to be associated with various
cognitive skills.

There are differing opinions on the importance and centrality of decoding skill,
which is often identified as being the most empirically justified of any component in a
single-component model, and is also prominent in many multiple-component models. In
summarizing a collection of IP research on reading components, Levy and Carr (1990),
while acknowledging that phonological skills appeared to be central to reading ability for
both children and adults, concluded that a “single-factor phonological theory” was clearly
unacceptable (p. 434). Levy and Carr point out that it is not only the contribution of
higher level skills that is persuasive on this point, but the “patterns of intercorrelation”
among those skills (p. 434). A contrasting perspective is offered by Chard, Simmons,
and Kameenui (1995) in their overview of reading research. Chard et al. specify four
“points of convergence” at which the evidence indicates that word recognition plays the
pivotal role in reading ability. On the basis of this evidence, they liken word recognition
to the fibers of a metaphorical rope representing reading ability.

Gough, Hoover, and Peterson’s (1996) “simple view” is, as its name suggests,
simple in enumerating just two component skills. It is, however, explicitly a component
model of reading, offered against the perspective of reading as a general, undifferentiated
skill. In the simple view model, only one of the two components, decoding, is unique to
reading, while the other, general comprehension, applies to both printed text and verbal

input. Gough et al. argue that researchers’ inability to empirically isolate components
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results from using methods that do not take this basic division into account, and rely on
measures that are all based on decoding. By separating the two skills, Gough et al. found
evidence that reading ability is a multiplicative product of decoding skill and
comprehension skill, such that low ability in either will result in low reading ability.
Catts, Hogan, and Fey (2003) found that a reader classification strategy (the Reading
Component Model) based on the simple view was useful in grouping and profiling less
able readers in ways that facilitated appropriate intervention, in contrast to strategies that
utilized global measures of cognitive ability. Although the Catts et al. study is based on a
sample of younger students (kindergarten through fourth grades), it provides a measure of
empirical support for viewing comprehension and decoding skills as independent, and for
emphasizing their relationship not with cognitive development but with reading skill.

Beyond the two components of the simple view model, the number and types of
components are wide-ranging. Cunningham, Stanovich, and Wilson (1990) used a
variety of tests to measure 21 variables in the areas of comprehension (including listening
comprehension), working memory, phonological skills, and reading habits for 90 college
students. Using factor analysis, they arrived at a three-factor model to account for
differences between good and poor readers: reading comprehension, word recognition,
and general verbal comprehension. It is notable that these factors are very similar to the
components of the simple view model, especially with regard to the continued
importance of decoding skill in adults.

Correlations among twelve variables similar to those used by Cunningham et al.

are the basis for Cain, Bryant, and Oakhill’s (2004) study of 102 elementary school-age
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children. Cain et al. found that working memory and three higher level comprehension
skills—the ability to make inferences from the text, the ability to self-monitor
comprehension, and knowledge of narrative text structure—accounted for unique
variance over and above decoding skills and verbal ability. Hannon and Daneman
(2001), using a modified version of an instrument developed by Potts and Peterson
(1985), identified four reading comprehension components: the ability to retrieve prior
knowledge from long-term memory, the ability to integrate that knowledge into newly
acquired information from the text, the ability to make inferences on the basis of that
integration, and the ability to recall newly acquired text information.

The relationship among reading components is an issue that has important
implications for reading assessment. Both Gough et al.’s simple view of reading and the
modified version supported by Rupley et al. provide for a degree of independence
between decoding and comprehension. From this perspective, both skills develop in
parallel, and although the modified model indicates a more important role for decoding in
early school years, neither skill is seen as being more basic than the other. There is no
hierarchical relationship between the two; decoding is not a “lower level” skill in the
sense that it is required for comprehension, and vice versa.

A contrasting perspective is provided by Cain et al. They find evidence to
support a “bottom-up” view of reading, according to which lower level skills, such as
decoding, constitute an essential base for higher level skills required for comprehension.
Although there is evidence that some higher level component skills contributed unique

variance to reading ability, in general Cain et al.’s results confirm the theoretical position
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that reading is a “bottom-up” process, in which problems with lower level skills will
impair higher level skill functioning. Similarly, Perfetti, Marron, and Foltz (1996)
examine areas of reading failure in three subjects and conclude that the burden of proof
remains on those who claim that higher level comprehension problems can exist in the
absence of lower level problems. McCandliss, Beck, Sandak, and Perfetti (2003), while
acknowledging that improvements in decoding skill do not always result in benefits to
comprehension skill, find support for decoding as the primary reading component.
Context-based and Holistic Perspectives

Frameworks that emphasize the contexts and holistic aspects of reading view it as
an integrated and fluid process in which components, even if they do exist, have very
little practical usefulness in understanding individual differences in reading or in
diagnosing reading difficulties. (This perspective is sometimes labeled “schema-based,”
but in this discussion I use the terms “holistic” and “context-based” to emphasize those
aspects of this perspective and to distinguish it from early models (e.g., Anderson &
Pearson, 1984) characterized by a modularized and diagrammatic approach. More recent
explications of schema-based reading theory, such as Anderson (2004), adopt a
perspective that is closer to the one discussed here.) Proponents of this view come from
different perspectives on the nature of reading ability, but they agree that it should be
assessed as a single skill. From one perspective, reading is understood as a complex and
holistic process involving reader, text, and reading environment. Thus, the
decomposition of reading into components serves to decontextualize reading in an

artificial manner. Johnston (1984) argues that reading “does not consist of a set of
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discrete subskills . . . but involves the integration of a variety of declarative, procedural,
and strategic knowledge in different ways, depending on the state of the comprehending
system and the information available to it from various sources” (p. 160). From this
perspective, reading research would be better served by focusing on reader-text
interaction, the reader’s prior knowledge, and the circumstances of the act of reading,
rather than searching for evidence of discrete components. Properly designed test items
would thus be constructed with two main dimensions in mind: the test taker’s prior
knowledge, and the central elements of the text that the item is assessing. “If one could
know the extent and nature of relevant knowledge held by readers prior to their reading a
passage, one would know much more about the nature of the task posed by questions
following the text and the nature of the strategies that could be employed” (Johnston,
1984, p. 155). From this holistic view of reading, then, components are artifacts of
theory inappropriately applied to the process of reading.

Other researchers question efforts to assess reading components because, while
acknowledging that such components do or may exist, they argue that those components
are simply too tightly integrated or difficult to measure in order for meaningful
assessment to make use of them. Schwartz (1984), for example, notes that reading
subskills tend to be “fairly broad” and “highly intercorrelated,” and hence argues that
“the possibility that there is only one general skill involved in comprehension or
reasoning cannot at present be rejected” (p. 87). Alderson (1990) conducted a study in
which expert judges were asked to identify and agree upon the reading skills that various

test questions were assessing, and found that there was little agreement among the judges.
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On the basis of this evidence, he argued that “even if there are separate skills in the
reading process which one could identify by a rational process of analysis of one’s own
reading behaviour, it appears to be extremely difficult if not impossible to isolate them
for the sake of testing or research” (p. 436, cited in Alderson, 2000, p. 49).

With respect to the importance of context in understanding reading ability,
Stanovich (1994) has pointed out that reading theory “is quite interestingly bifurcated”
(p. 264). On the one hand, research evidence strongly supports the important role of
background knowledge and contextual factors in reading comprehension. In this context,
constructivist interpretations of and instructional methods for reading improvement make
good sense. On the other hand, there is also much evidence that word recognition
processes are more appropriately developed by direct instructional methods. Reading is
thus a “special type of constrained reasoning” (p. 264) that poses a challenge for
instruction and assessment by making them account for two, seemingly divergent needs
and approaches within a process that cannot easily be decomposed.

Constraints on Using Components to Inform Large-Scale Testing

To what extent are findings of reading components facilitated or constrained by
the methods and frameworks discussed above? This is an important question, because it
addresses the key distinction between the existence of reading components and our ability
to measure their existence in a large-scale testing context. Approaches from a
developmental or reading ability framework, as well as other frameworks that emphasize
the hierarchical relationship between lower- and higher level components, suggest that

proper assessment depends on the isolation of local text processes from text modeling
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processes, to use the distinction made by Perfetti (1988). Without accurate knowledge of
a student’s basic skills, we would have little information on which to base assessments of
meaning construction and metacognitive skills.

The other issue that is raised by developmental frameworks is identification of the
ages, or stages of reading ability, at which assessment of local text and text modeling
processes are appropriate. If local text processes become progressively more difficult to
discern as a reader develops, then at some point assessment of those processes may
become unreliable. Similarly, if text modeling processes can only be meaningfully
assessed relative to the development level of local text processes, then it is important to
know the point at which assessment of those higher level skills can begin. Inadequate
performance on items testing lower level skills might suggest that scores on higher level
skills be discarded as uninterpretable (since the test taker has, by definition, displayed an
inability to perform higher level skills). Or, test developers would need to design higher
level items in such a way that certain types of errors would indicate deficiencies in lower
level skills.

Although Gough et al.’s (1996) simple model is similar in outline to the
developmental framework used by Carlo and Sylvester (1996), the independence of the
decoding and comprehension components in the simple model suggest that it would be a
more difficult framework for developing a large-scale assessment. Specifically, if
comprehension must be assessed independently of decoding in order to be validly
measured, then using a paper-and-pencil test must be limited to assessment of decoding

skill. Gough et al.’s method for distinguishing between the effects of decoding and
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comprehension relied on a measure of verbal comprehension (“listening”) assessed by
reading a story to a child and then asking questions about it. It is questionable whether
this method of assessment can be accommodated in a large-scale test, even one using a
multimedia format capable of delivering both auditory and text passages and questions,
because the student’s response to the auditory prompts would likewise be spoken. In
Rupley et al.’s (1998) modification of the simple view, this limitation would be less
salient as the reader develops and decoding skills become less important in distinguishing
reading ability. However, if we follow Gough et al. in positing a more complete
separation of the two skills, then decoding can be a source of reading difficulty at any age
or development level. Hence, proper assessment would require a paper-based test of
decoding and a verbal test of comprehension at all age levels.

It should be emphasized that evidence for components in many of the studies
discussed here relies on multiple measures. In the Cain et al. study (2004), for example,
standardized instruments included the Neale Analysis of Reading Ability, Gates-
MacGinitie Vocabulary subtest, and subtests from the Wechsler Intelligence Scale for
Children; face-to-face assessments were used to measure working memory, inference
making skills, comprehension monitoring, and knowledge of story structure. The four
components in Hannon and Daneman’s (2001) model were measured with a computer-
delivered instrument, and validated against the Nelson-Denny standardized
comprehension test, the Mill Hill test of vocabulary knowledge, verbal analogies test
items, a deductive reasoning test, and items from the analytic section of the Graduate

Record Examination. Rupley et al. (1998) analyzed scores on the Kaufman Assessment
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Battery for Children and the Kaufman Test of Educational Achievement. Cunningham
et al. (1990) applied a factor analysis to data comprising 22 variables generated by ten
different tasks. From a psychometric perspective, then, we might expect to find more
evidence of different components in this type of analysis simply due to the effects of
using multiple and diverse measuring instruments.

From a holistic perspective, assessment efforts are better directed towards the
context of reading and the interaction between reader and text rather than towards
isolation of components. Hence, the link between assessment method and components is
relevant only to the extent that such a method would account for contextual variables.
With respect to a test like the HSA, then, the key issue would not be whether the patterns
of responses could provide evidence for components; rather, it would be whether those
response patterns could be examined meaningfully within reading contexts provided by
such variables as the circumstances of the assessment and the relationship between the
subject matter of the test items and reader’s prior knowledge. One example of a context
factor derived from social learning theory is the self-efficacy of the reader, which has
been shown to have significant effects on reading performance and on related factors
such as motivation and perseverance, particularly in high-stakes testing situations
(Guthrie, Wigfield, Metsala, & Cox, 2004; McCabe, 2003). Thus, there is no inherent
reason that a test like the HSA could not provide useful assessment information, but its
results would need to be fully contextualized in order to be validly used.

An interesting perspective on the relationship between component skills and

reading ability is adopted by research in the area of emergent or early literacy. On one
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hand, this research stresses the holistic aspects of literacy development, focusing
particularly on environmental and interpersonal factors that facilitate literacy
development at home and in other circumstances prior to formal instruction. On the other
hand, there is a strong concern for the developmental trajectory of literacy skills that need
to be encouraged and facilitated at an early age, such as phonological and print awareness
and oral language skills (Pullen & Justice, 2003). Research linking these components of
early literacy to reading achievement in later years provides a framework in which
component skills can be isolated for the sake of developing instructional strategies, but
from a holistic approach to the reading context (Whitehurst & Lonigan, 1998).

Applied Frameworks

Another perspective is informed by the teaching of reading, and approaches
reading components as skills necessary for reading a variety of texts in diverse situations.
Research based on this perspective tends to be more concerned with macro-level
processes and problems than with isolating specific processes and capabilities. Reading
components are largely derived on the basis of expert judgment and experience, and their
definitions are more clearly tied to instructional strategies that can be used to address
deficiencies in those components.

Various stakeholder groups and instructional experts have developed models of
reading that are intended to inform or assess content standards. A nationally applied
model is used in the National Assessment of Educational Progress (NAEP) reading
assessment, which the HSA reading standards closely resemble. The NAEP program

administers tests to a national sample of 4th- and 8th-grade students, the data from which
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generates the “Nation’s Report Card” on a number of subjects, including reading. It is
primarily a norm-referenced test, designed to provide comparative data for states and
regions. The rationale for the NAEP reading test is included in the NAEP Reading
Framework, which “reflects the ideas of many diverse individuals and organizations
involved in reading education. In developing the framework for the national assessment
of reading, researchers, policymakers, teachers, business representatives, and other
experts have specified behaviors of proficient readers who are active, strategic,
knowledgeable, and motivated to read” (National Assessment Governing Board, 2003).

The NAEP reading test questions are classified into four “aspects” of reading: (a)
forming a general understanding, (b) developing interpretations, (c) making reader/text
connections, and (d) examining content and structure. These aspects are assessed across
three “contexts” of reading: (a) reading for literary experience, (b) reading for
information, and (c) reading to perform a task. Despite the similarity between the NAEP
and HSA models, it is interesting to note that the NAEP aspects of reading, unlike the
HSA strands, are explicitly non-diagnostic, designed only to measure “overall
achievement.” According to the National Assessment Governing Board (2002), “NAEP
examines whether students can use multiple skills, not specific skills, to comprehend
what they read.” Nevertheless, the aspects represent more than just facets of a unitary
reading skill, as they are intended to indicate discrete abilities, where “successfully
mastering one aspect may not depend on successfully mastering any other aspect”

(National Assessment Governing Board, 2003).



38

Other models of reading have been used as points of comparison for assessments
of the HSA. In 2001, the Hawai'i State Auditor conducted an evaluation of the HSA
(then known as the HCPS II) (Hawai'i State Auditor, 2001). The Auditor’s evaluation of
the HSA content standards was based on work done by a consultant, Mid-continent
Research for Education and Learning (McREL). In turn, the McREL assessment was
based on assessments of state standards by the American Federation of Teachers, the
Fordham Foundation, and the Council for Basic Education (Hawai'i State Auditor, 2001,
pp. 39-40). Based on those assessments, McREL identified five states as exemplars in
setting content standards in the area of language arts: Arizona, California, Massachusetts,
Virginia, and Wisconsin.

On the basis of its review of those states’ standards, McREL developed a list of
standards and benchmarks intended to “provide schools, districts, and states with a
means for identifying the knowledge and skills that are most important for students to
learn for the subject areas of language arts, mathematics, and science” (Kendall, Snyder,
Schintgen, Wahlquist, & Marzano, 1999, p. 1). The three general reading standards
specified by McREL ask readers to demonstrate “competence in the general skills and
strategies” of the reading process, of reading a variety of literary texts, and of reading a
variety of informational texts (Kendall et al., 1999). Each of these general standards
includes several subskills. McREL’s list clearly indicates that reading context is of
primary importance, as two of the three standards are specific to text types. This
suggests a two-dimensional perspective on reading consisting of competence in basic

reading skills in a generic sense, and of skills that are specific to certain text situations.
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One of the three reports used by McREL to develop its standards is authored by
the Council for Basic Education (CBE). The CBE model of reading is presented in a
document entitled The Keys to Literacy (Patton & Holmes, 2002). That document
identifies phoneme awareness (the ability to connect sounds to print), fluency (reading
with sufficient speed and accuracy that meaning construction is possible), and meaning
construction as central skills in reading (Lyon, 2002). Meaning construction, or reading
comprehension, depends most importantly on an adequate vocabulary, activation of
background knowledge, an understanding of word relationships, writing conventions, and
metacognitive skills to check and question the meanings obtained from the text (Beck &
McKeown, 2002; Lyon, 2002). The CBE model of reading places a heavy emphasis on
phoneme awareness as the basis for reading, and recommends extensive and early skill
building for students.

The report issued by the Fordham Foundation (Stotsky, 1997) includes several
criteria for evaluating state standards that provide the outlines of a model of reading. It
states that standards should be organized to reflect the distinction between “higher-order
knowledge and skillls from lower-order skills.” It also states that reading standards
should reflect the importance of reading for information across a range of different
contexts; however, particular emphasis is placed on the full range of skills needed to
appreciate literature. In general, the Fordham Foundation criteria reflect a focus on
reading comprehension, with little attention paid to “lower-order skills” of the reading
process. Like the CBE and McREL criteria, it notes the importance of reading across a

range of contexts.
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The third report that informs McREL’s assessment of the HSA was developed by
the American Federation of Teachers (American Federation of Teachers, 2001). The
AFT report does not enumerate specific standards for content areas or performance.
Instead, it evaluates state standards on criteria relating to the explicitness and detail of the
standards, the specificity of standards to grades or grade ranges, the range of content
areas covered by standards, and the degree to which assessments are based on the specific
state standards.

The models of reading that underlie the criteria used by these organizations to
evaluate state reading standards possess a relatively low degree of specificity, and if the
MCcREL study is any indication of the information base upon which state-level, large-
scale reading assessments are designed, it is no wonder that there is much diversity
among them. That reading is composed of several components or skills is implicit in
most of these models, but important questions regarding those components remain
unaddressed: (a) Are components of reading discrete and, thus, separately testable? (b)
How might these components be related with each other? Do they exist in a hierarchical
relationship, with proficiency in “higher order” skills indicating (and dependent on)
mastery of “lower order” skills? Or do they exist in a more equal relationship, with
facility in one independent of that in another? (c¢) To what extent does the measurement
of these components depend on text characteristics, such as the format, subject matter,
and authenticity of the test question? These kinds of questions, which are critical to any
effort to develop a standards-based reading test, remain for individual states and test

developers to wrestle with.
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Although the answers to these questions are implicit in the design of many large-
scale tests, there is a lack of empirical research to substantiate the theoretical models
behind the different approaches to reading embodied in those tests. Even a cursory
review of state-level educational testing programs indicates that there is a lack of
consensus on how to best understand and measure student reading ability (Florida
Department of Education, 2001; Massachusetts Department of Education, 2001; Texas
Education Agency, 2003; Washington Office of Superintendent of Public Instruction,
2000). Perhaps this diversity of reading models and assessment practices reflects basic
problems with existing taxonomies of reading that Alderson (2000) has identified: (a)
they are often based more on expert opinion and induction, rather than empirical
evidence; (b) reading components tend to lack clear definition, and are often conceptually
non-discrete; (c) it has proven difficult to link test items with individual components; and
(4) analyses of test performance often fail to indicate the presence of components.
Comparison of State Test Structures and Content Standards

Table 3 summarizes test structure and content standards for the five standards-
based state assessments identified by McREL (Kendall et al., 1999) as model reading
assessment programs: the Arizona Academic Content Standards (Arizona Department of
Education School Effectiveness Division, 2003), California Standardized Testing and
Reporting Program (California Department of Education, 1998), Massachusetts
Comprehensive Assessment System (Massachusetts Department of Education, 2001),
Virginia English Standards of Learning Curriculum Framework (Virginia Department of

Education, 2003), and the Wisconsin Model Academic Standards (Wisconsin Department
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of Public Instruction, 1998). Content standards are categorized into two main groups:
those that pertain to reading components or subskills, and those that pertain to reading
contexts or passage types. In general, the state assessments included appear to devote
more attention to reading contexts and passage types, and less attention to isolating
reading components. Content standards relating to reading contexts are more numerous
and include more detail than those relating to components. Standards relating to reading
components vary from those concerned with decoding skills (California) to metacognitive
strategies (Wisconsin). Standards relating to reading contexts are more consistent across
the states, with a relatively heavier emphasis on literary texts than other types.
Psychometric Evidence of Components from Large-Scale Tests

Studies of reading components that have looked primarily at student performance
on large-scale tests have been less successful at isolating those components. In their
analysis of the TOEFL reading comprehension test items, Schedl, Gordon, Carey, and
Tang (1996) found little evidence for distinguishing between items designed to tap
“higher level” reading skills, and general reading ability items that assessed vocabulary,
syntax, and explicit information. However, the authors did find weak evidence that the
tests were not unidimensional and that there was a “minor secondary factor” related to
reading passage content or position. In an analysis of second language reading
comprehension test results, Buck, Tatsuoka, and Kostin (1997) identified 24 “attributes”
of reading ability that explained 97 percent of the total test score variance. However,

their list of attributes includes many that are statements of general cognitive ability and
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text characteristics, and it is difficult to interpret the results within the context of reading
ability components as has been discussed here.

The relative difficulty of discerning reading components based on analyses of
large-scale test scores suggests that the method itself may present difficulties to
researchers. The results of other studies using similar methods indicate that expected
relationships often do not emerge from analyses of large-scale test scores. Li, Ford, and
Tompkins (1999) looked at the stability of content area scores between 3rd and 5th grade
test takers of the Maryland School Performance Assessment Program, and found
evidence that was more consistent with a general measure of student ability, rather than
with specific content areas. Li (2001) looked at longitudinal true-score correlations
between content areas of the Maryland test and the Comprehensive Test of Basic Skills
(CTBS), and found more evidence to support the construct validity of the content areas,
although more so for the multiple-choice CTBS test than for the Maryland test. Ina
study of the Washington state assessment (MacQuarrie, 2003), the author found moderate
correlations between scores on the standards-based reading tests and norm-referenced
tests given in the year prior, providing some criterion validity for the content standards.

Other studies have had difficulty finding psychometric evidence for hypothesized
changes in test responses due to changes in reading ability. Perkins and Pohlmann (2002)
looked at response patterns on an English as a Second Language (ESL) reading
comprehension test administered three times to a subject pool whose English language
competence was improving over that time period. The authors had expected to find

evidence of growing competence in the changing patterns of responses to the tests, based
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on the theory that such growing competence results from a restructuring of knowledge
structures. Instead, they found no psychometric evidence for such a restructuring, as the
response patterns did not vary significantly from one test to the next.

Lack of Consensus on Reading Components

The available theoretical literature and applied models indicate that there is no
consensus on whether reading should be viewed as a single ability or a multicomponent
skill. Further, research indicates that when we go looking for components what we find
(and how easily we find it) may be partially a function of the methods we use. For
designers of large-scale reading tests, this divergence of opinion presents no clear
guidance on how reading ability should be constructed. But it poses a particular
challenge to the effort to base those tests on content standards that have been developed
to meet a variety of needs. For if the research suggests that the number and quality of
reading components that emerge from our analyses reflect to some degree the theoretical
perspectives and assessment techniques we bring to the problem, then the development of
standards-based test questions becomes a circular exercise in which both the standards
and the questions depend on each other to be properly designed. Alderson’s (1990) study
raises the important distinction between the psychological validity and empirical validity
of reading components. To argue that reading components exist is one matter; to
demonstrate that they can be empirically isolated, measured; and thereby analyzed as
variables, is quite another. Alderson (2000) surveys the empirical evidence for reading
components, and finds that it is less than persuasive. Thus, he notes that the conservative

position staked out many years ago by Lennon (1962) remains relevant to reading
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research today: “We still have little experimental evidence about the reality of the
distinctions that are made among the various reading abilities and about the validity of
supposed diagnostic profiles of reading skills” (Lennon, 1962, p. 332; cited in Alderson,
2000, p. 94).

Effect of Item Format on Test Performance

In the context of large-scale testing the relationship between the format of a test
item and the ability or construct it is attempting to measure is an important aspect of
validity. The formats that are generally applicable to discussions of large-scale tests are
multiple-choice (MC), which asks the student to choose from among a small number
(usually four or five) of alternatives, and constructed-response (CR), which ask the
student to compose an answer. CR items can call for answers ranging from a single
word, phrase, or number, to essays of several paragraphs, responses that have been
labeled completion and construction, respectively (Traub, 1993). CR items are generally
included in large-scale tests with the expectation that the CR format will elicit assessment
information that cannot be obtained from MC items. Whether that expectation is
warranted, and the usefulness of the assessment information gained by CR items, are of
practical significance given the high costs of grading CR items.

The relationship between item format and test performance involves several
related concerns. On the one hand, we would want to see evidence that both MC and CR
formats elicit responses that are valid indicators of the same construct (for example,
reading ability); that is, the formats are trait equivalent. This concern is often raised

when considering the role of reading and writing abilities in answering CR items
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intended to measure a student’s math ability. On the other hand, the formats need to
elicit sufficiently different information in order to justify their inclusion in a test. In
practical terms, this generally means that CR items should provide assessment
information over and above that provided by MC items. We can also consider whether
certain item formats elicit responses that misrepresent the construct of interest by
requiring othe abilities or skills than that understood to be part of the intended construct.
That is, does a format add variance that is irrelevant to the construct of interest? From a
practical standpoint, then, Pearson and Garavaglia (2003) suggest that the key questions
regarding item format are: “a) do constructed-response items provide us with more
information about what students are capable of doing than we would get from multiple-
choice items alone, and, if so, b) what types of skills are tapped by the constructed-
response that are not measured by multiple-choice items?” (pp. 13-14).

Research into the notion that CR items contribute such information is
inconclusive. Bennett (1993) states that previous empirical research has provided “only
equivocal evidence” that MC and CR formats tap “fundamentally different” skills (p. 8).
Traub (1993) argues that empirical evidence related to this issue tended to be specific to
subject domains, and that for “reading comprehension and the quantitative domain, the
answer is probably that tests that differ by format do nof measure different
characteristics” (p. 38, emphasis in original). Bridgeman and Rock (1993) examined the
analytical reasoning test items of the GRE General test, in light of previous work that had
indicated weak psychometric evidence for the construct validity of analytical reasoning

as distinct from the verbal and quantitative abilities measured by other sections of the
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GRE. The authors hypothesized that computer-based delivery of analytical reasoning
items in a CR format would more accurately capture the construct of analytical reasoning
than paper-based items had been able to, and thus indicate more support for the construct
validity of analytical reasoning. However, the authors found that MC and CR item
formats were highly correlated (» = .93), which led them to conclude that both MC and
CR formats tapped the same construct, and that there were no discernable format effects.

Ercikan, Schwartz, Julian, Burket, Weber, and Link (1998) studied MC and CR
items in order to determine whether their psychometric properties permitted them to be
calibrated together within an item response theory (IRT) model framework. Of central
importance was the question of whether both item types reflected the same underlying
construct, and thus could be combined into one score, without sacrificing information
about the test taker’s performance. If the format of the items produced responses that
diverged sufficiently to indicate that MC and CR items tapped different abilities, then
combining the items would result not only in a loss of information but also violate the
assumption of unidimensionality that is basic to IRT models. Ercikan et al. found no
meaningful differences between item formats, and concluded that they could be
combined to measure a single construct.

The effort to link item formats to different aspects of a construct or ability, such
as reading, raises the issue of format effects on cognition. In an overview of research on
the relationship between item format and cognition, Martinez (1999) noted that while
both formats can accommodate a wide range of cognitive activity, “the range of

cognitions within the reach of CR items is broader” (p. 209). Thus, he argues that CR
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items have the potential to elicit more complex thinking than do MC items, and
conSequently are more useful for diagnostic purposes. This potential is complicated,
however, by the impact of construct-irrelevant factors such as the test taker’s prior
knowledge, answering strategies (such as reading test questions before the associated
passage), test anxiety, and student expectations of format demands, all of which may
affect MC and CR responses in different ways.

These complicating factors suggest that research methods have had a role in
obscuring the differences between MC and CR items. Bennet (1993) pointed to several
possible causes of the researchers’ inability to detect these differences, all of which
related to research design, including an over-reliance on correlational studies. Messick
(1993) called for a less restrictive method of testing for trait equivalence that was more in
line with construct validation methodologies. In a meta-analysis of 67 studies
investigating the trait equivalence of MC and CR formats, Rodriguez (2003) found that
such equivalence was largely a product of item design. The closer the two formats were
to being essentially identical (i.e., stem equivalent) for a given construct, the more
appropriate it was to combine their scores. Where the formats were used to tap different
aspects of the construct or different cognitive abilities (as is the case with the HSA),
combining the scores to reflect a single construct becomes more problematic.

Pearson and Garavaglia (2003) also concluded that the evidence does not enable
researchers to attach item formats to “different characteristics or skills” (p. 15), but argue
that the factor analytic methods that have often been used to answer these questions are

problematic. They propose a construct-centered method of item format analysis that
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“begins with an explication of a theory of the domain being assessed,” and then proceeds
to articulate the specific aspects of that construct that can best be assessed with the
different item formats (p. 18). While such an approach might avoid the weaknesses of
factor analytic methods, however, it should be noted that explicating a theory of, for
example, reading ability, is not a simple matter, as the discussion of reading components
above indicates. Further, it seems unlikely that one could build consensus for such a
theory in the absence of strong psychometric evidence from large-scale tests, which
would bring the effort right back to the analytic methods that the authors find to be
wanting.

It should be noted that the practical advantage that MC items possess for large-
scale tests need not be viewed as defining a theoretical standard against which CR items
are assessed. Lubliner and Smetana (2003) argue that the MC format elicits test-taking
behavior that is inconsistent with the concept of reading comprehension. The authors
found that their subjects’ good performance on an MC test did not appear to help them
with a CR test, although both were based on the same passages. Thus, they conclude
that the MC format elicited test taking behavior that did not reflect engagement with or
understanding of the text, which was evident in the poor performance on CR items. The
authors argue that MC results reflect test-taking strategies that have nothing to do with
actual text comprehension, and thus that MC items are an invalid measure of reading
ability.

A strong position against the usefulness of MC items in assessing reading ability

is presented in Katz and Lautenschlager’s (2001) analysis of the reading comprehension
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task of the Scholastic Aptitude Test (SAT). Katz and Lautenschlager find that what they
refer to as “no-passage factors”—that is, factors that enable students to answer reading
comprehension questions without having read the passage on which those questions are
based—account for far more systematic variance in performance on those questions than
factors associated with the passage. The authors argue that their findings “reinforce the
persistent doubts about the construct validity of a task whose ostensible purpose is to
measure passage reading ability. If factors unrelated to the passages collectively are the
dominant predictor of item performance on a passage-reading task, the obvious
conclusion is that the task, despite face validity, has little to do [with] passage reading
ability” (p. 173). Of the no-passage factors that influence performance on the reading
comprehension items, the authors speculate that the most important is “outside
knowledge,” or prior knowledge of the subject of the reading passage, general knowledge
“about the world,” and knowledge of test-taking strategies. The authors conclude that the
basic problem test developers face is that “we are presently very far from a full
understanding of the reading process itself” (p. 174).

Katz and Lautenschlager’s study contributes to a long-running debate over the
validity of using MC items to assess reading ability that centers on the distinction
between information provided by the MC test question itself (independent of the reading
passage on which it is based), and the reading passage. Early studies found that subjects,
when presented with MC questions only, were able to answer correctly at a better-than-
chance rate. Findings like these indicated that what were called “item variables”—that is,

information that could be obtained simply by reading the test questions—accounted for a
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greater proportion of MC reading test performance variance than should be expected, if
one assumes that correct answers reflected competent reading of the passage on which
those answers were based. The disproportional importance of item variables thus called
into question the validity of the MC item as an accurate method of measuring reading
ability; as Katz and Lautenschlager put it, “what precisely, then, does the [MC format]
task measure?” (2001, p. 173). Rejoinders to what were called “extreme criticisms” of
MC items argued that critics misclassified item variables, and that many of the factors
attributed solely to MC questions were, in fact, attributes of the reading passage and
hence more properly understood as “text variables” (Freedle & Kostin, 1994). On this
basis, correctly distinguishing between item and text variables reduces performance
variance attributable only to MC questions and restores the importance of reading the
passage. Freedle and Kostin (1994) acknowledge, however, that their analysis “does not
demonstrate that correct responses to multiple-choice items necessitate a coherent
representation of the passage” (p. 110), and that further work using different methods
(other than correlational studies) needed to be done to address this issue.

The issue of whether a specific item format can be used as an indicator of specific
cognitive representations is addressed in a study by Ayala, Yin, Schultz, and Shavelson
(2002). The authors attempted to determine if test items drawn from large-scale science
achievement measures would fit into three reasoning dimensions that had emerged from
previous analysis of the National Education Longitudinal Study of 1988. The authors
examined both MC and CR formats, as well as performance assessments (PA) designed

(and confirmed by expert review) to match each reasoning dimension. Results indicated
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that the CR items displayed poor reliability (and thus were eliminated from further
analysis), and the remaining items did not converge on the dimensions as expected. On
the basis of these findings, the authors suggest that the test taker’s prior knowledge,
rather than the format of any given test item, provides a better understanding of the test
taker’s reasoning while solving the item. This point is supported by Wang’s (1999) study
of the choices made by students taking the Advanced Placement Chemistry examination
of CR items. Wang found that students chose items that appeared to be less difficult, a
judgment that was based on the familiarity of the item subject matter. The test results
indicated, however, that those items judged easier were, in fact, more difficult than items
with less familiar content and chosen less often. Prior knowledge, in this case, played an
important role is interpreting the results of CR test items.

Another reason that item format effects may not be clear is suggested by a study
by O’Neil and Brown (1998), which looked at the impact of format on metacognitive and
affective processes of students on a large-scale mathematics test. The authors found that
open-ended questions generated more strategic thinking (metacognition) and worry
(affect) than did MC questions. Item format effects on cognition, then, may reflect not
only the demands of the format but also personal attributes of the test taker. Similarly,
DeMars (2000) found that increasing the stakes of a test consisting of both MC and CR
items generally resulted in better performance on both formats, but the performance
increase on CR items was significantly larger than on MC items. DeMars speculated that
item format may affect the motivation and performance of test takers in high stakes

situations.
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It appears, then, that item format effects on performance in a large-scale testing
context tend to be inconsistently demonstrated in factor analytic and correlational studies.
Advocates of CR items’ ability to elicit assessment information over and above that
obtained by MC items suggest that researchers need to adapt a more construct-centered
approach to identifying and understanding how to use CR items to bring out that
information. But there is also evidence to suggest that format differences, with respect to
cognition, are entangled with a range of complicating factors such as students’ prior

knowledge, motivation, and emotions.
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CHAPTER 3. RESEARCH METHOD

Relevant Standards for Assessing the HSA Reading Test
For this study, I have chosen to address four research questions on the basis of
standards in the Standards for Educational and Psychological Testing (American
Educational Research Association et al., 1999) that have direct relevance to the structure
and scoring of the HSA reading test. The relevant standards are as follows:
1. Standard 1.10: “When interpretation of performance on specific items, or
small subsets of items, is suggested, the rationale and relevant evidence in
support of such interpretation should be provided” (p. 19)

2. Standard 1.11: “If the rationale for a test use or interpretation depends on
premises about the relationships among parts of the test, evidence
concerning the internal structure of the test should be provided” (p. 20)

3. Standard 1.12: “When interpretation of subscores, score differences, or
profiles is suggested, the rational and relevant evidence in support of such
interpretation should be provided” (p. 20)

Standard 1.11 can be applied to an analysis of the relationship between the
aligned SAT-9 and DOE items, which contribute to a student’s HSA score, versus that
between the nonaligned SAT-9 and DOE items. The designation of test items as
“aligned” versus “nonaligned” creates an explicit distinction between parts of the HSA
Reading test that can be examined. Standard 1.11 can also be applied to the relationship
between MC and CR item formats. CR items are included on the HSA Reading test, as

they are on many other standards-based tests, because they are believed to provide
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assessment information that is qualitatively different than that provided by MC items.
This premise can be examined with the test scores. Standards 1.10 and 1.12 can be
applied to the assignment of test items to reading strands, and the reporting of scores for
each of those strands. These standards can thus be applied to an examination of the
construct of reading ability on which the test items are based. Standards 1.10 and 1.12
are also useful in approaching the question of whether passage types affect performance
on the test items. Although passage type is not a distinction used in reporting the test
results, the clusters of items are based on specific passage types. This clustering reflects
the Range content standard of the HSA.

Research Questions and Methods

Source of Data Used for the Analyses

The data set as provided by the DOE included the results of the HSA test
administered statewide in spring 2002 to students in grades 3, 5, 8, and 10. The data
categories that were used for this study include: (a) scores for all items of the HSA
Reading test, and (b) the proficiency level into which each student was placed, based on
the HSA Reading score. The data provided by the DOE excluded records that are
unusable (incomplete or invalidated tests) or inappropriate for inclusion in the analysis
(due to special testing circumstances). The analyses discussed in this section are
therefore based on 10,620 records for Grade 8 and 9,068 records for Grade 10.
Software Used for the Analyses

The SAS System version 8.2 (SAS Institute Inc., 1999-2001) was used for all of

the statistical analyses described in this section, with the exception of the calculation of
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the attenuated correlation coefficients and Z-tests described in the section on the
relationship between aligned and nonaligned SAT-9 items and DOE items. For that part
of the study, the correlation and reliability coefficients were obtained with SAS, but the
final calculations were done using Microsoft Excel for Windows 2003.

Relationship between SAT-9 Items and DOE Items

Do the correlations between the aligned SAT-9 items, the nonaligned SAT-9
items, and the DOE items, support the distinction between aligned and nonaligned SAT-9
items? This distinction is important because the aligned SAT-9 items are added to the
DOE items to arrive at a student’s total reading score, while the nonaligned SAT-9 items
are excluded from the student’s score. Thus, the designation of specific SAT-9 items as
aligned with one of the reading strands has important consequences for a student’s
placement into a proficiency level and for interpretations of that student’s performance on
each of the reading strands. The rationale for designating specific SAT-9 items as
aligned with one of the reading strands is based on the premise that such items share a
common trait with the DOE items measuring that strand (Hawai'i Department of
Education, 2003). It is reasonable to expect, then, that student performance on the DOE
items would more closely match performance on the alignedVSAT-9 items than on the
nonaligned SAT-9 items. One would therefore expect a stronger direct correlation
between scores on the aligned SAT-9 items and the DOE items, than that between the
nonaligned SAT-9 items and the DOE items. Such a finding would provide criterion

based validity evidence that the designation of aligned SAT-9 items is appropriate, and
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that the information obtained by the aligned SAT-9 items is different than that obtained

by the nonaligned SAT-9 items.

To answer this research question, the following steps were taken:

1.

The SAS PROC CORR procedure was used to determine the correlations
between the aligned SAT-9 items and the DOE items, the nonaligned
SAT-9 items and the DOE items, and between the aligned and nonaligned
SAT-9 items.

The SAS PROC CORR procedure was used to determine the reliability
(Cronbach’s coefficient alpha) of the aligned SAT-9, nonaligned SAT-9,
and DOE items.

The correlations obtained in step 1 were adjusted for the reliability
coefficients obtained in step 2, and these adjusted correlation coefficients
were then compared.

A Z-test was conducted to determine if the difference between the
unadjusted correlations was significant. Specifically, the correlation
between the aligned SAT-9 and DOE items was compared to the
correlation between the nonaligned SAT-9 and DOE items, and the
significance of this difference was determined. The significance test used
is appropriate for situations like this one, where the correlations being
compared include common items (in this case, the DOE items were

common to both correlations) (Tabachnick & Fidell, 2001, pp. 145-147)



59

Components of Reading Ability

Do the HSA scores provide evidence that reading ability, as measured by the HSA
reading test, comprises three reading components, or “strands,” identified by the DOE?
This analysis would provide construct-related evidence of the validity of the three strands
upon which the DOE’s standards of reading are based. For the HSA measurement of
reading strands to be theoretically reasonable and diagnostically useful, the data should
indicate that items comprising each strand behave differently from those in the other
strands. The rationale for this approach can be stated in this way: If Comprehension
Processes, Conventions and Skills, and Response represent actual components of reading
competency, and if the HSA reading test items accurately measure those components,
then the test scores should provide evidence that those components are distinguishable.
Thus, students who are relatively weak in Comprehension Processes, for example, should
perform less well on the items that are aligned with that strand than they would on the
items aligned with the other two strands. Likewise, students who are strong in
Conventions and Skills should perform better on those items than on those aligned with
the other two strands. The responses to the test items should therefore tend to cluster in
groups that approximately reflect the student’s ability on the three reading strands. The
assumption that the scores will cluster in this manner, and that the clusters can then be
used to gauge student ability on the strands, is made explicit in the instructions given to
teachers on how to interpret strand subscores as well as in the reporting narratives

designed to provide constructive feedback to students and parents on how to interpret the
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subscores and improve performance on each strand (Hawai'i Department of Education,
2003).

As discussed earlier, the reading strands are conceptualized as being interrelated
(Hawai'i Department of Education Office of Accountability and School Instructional
Support/School Renewal Group, 1999), so one would not expect to see complete
independence among the three strands; there will be readers at all levels who perform
similarly on all the strands. Nevertheless, overall the responses should demonstrate that
the strands reflect sufficiently discrete aspects of reading. Any such patterns of responses
should be evident in a covariance or correlation matrix of the items, which displays the
covariance/correlation between each item and every other item.

There are two models that can be reasonably inferred from the available source
material regarding the theoretical structure of the reading strands. These models,
illustrated in Figures 1 and 2 (for Grade 8) and Figures 3 and 4 (for Grade 10), are
conceptually very similar, but the statistical analyses used to test them differ slightly. In
the first model, designated as the one-tier model, the three strands are interrelated
components of reading. Each component influences, and is influenced by, the others, and
there is no hierarchical relationship among them; no single component determines the
others. In the second model, designated as the two-tier model, the three strands are
subcomponents of a general reading ability. The three strands are thus related to each

other through this general ability, rather than directly with each other.
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Processes

Conventions
& Skills

Response

SAT 06 HSA 01 HSA 04
HSA 05 HSA 06 HSA 08
HSA 20 HSA 21 HSA 23
HSA 24 HSA 25 HSA 26
HSA 27 HSA 28 HSA 33
HSA 36
SAT 02 SAT 29 HSA 02
HSA 09 HSA 11 HSA 12
HSA 15 HSA 16 HSA 17
HSA 29 HSA 30 HSA 34
HSA 35
SAT 01 SAT 08 SAT 09
SAT 22 SAT 25 SAT 28
SAT 30 HSA 03 | HSAO07
HSA 10 | HSA13 | HSA 14
HSA 18 HSA 19 HSA 22
HSA 31 HSA 32 HSA 37

Figure 1. Grade 8 DOE Reading Model, One-Tier

(Note: For visual clarity, not all path lines to items shown)
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SAT 06 HSA 01 HSA 04
HSA 05 HSA 06 HSA 08
HSA 20 HSA 21 HSA 23
HSA 24 HSA 25 HSA 26
HSA 27 HSA 28 HSA 33
HSA 36
SAT 02 SAT 29 HSA 02
HSA 09 HSA 11 HSA 12
HSA 15 HSA 16 HSA 17
HSA 29 HSA 30 HSA 34
HSA 35
SAT 01 SAT 08 SAT 09
SAT 22 SAT 25 SAT 28
SAT 30 HSA 03 HSA 07
HSA 10 HSA 13 HSA 14
HSA 18 HSA 19 HSA 22
HSA 31 HSA 32 HSA 37

Figure 2. Grade 8 DOE Reading Model, Two-Tier

(Note: For visual clarity, not all path lines to items shown)
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SAT 30 HSA 01 HSA 10
HSA12 | HSA13 HSA 17
HSA 18 | HSA19 | HSA25
HSA26 | HSA 31 HSA 32
HSA 35
SAT09 | SAT12 | SAT13
SAT29 | HSA02 | HSAO03
HSAO04 | HSA06 | HSA 07
HSA 08 | HSA09 | HSA 14
HSA20 | HSA27 | HSA28
SATO02 | SAT04 | SATO05
SAT10 | SAT14 | SAT15
SAT19 | SAT21 SAT 22
SAT26 | SAT28 | HSAO05
HSA11 | HSA15 | HSA 16
HSA21 | HSA22 | HSA23
HSA24 | HSA29 | HSA 30
HSA33 | HSA34 | HSA 36

Figure 3. Grade 10 DOE Reading Model, One-Tier
(Note: For visual clarity, not all path lines to items shown)
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SAT 30 HSA 01 HSA 10
HSA 12 | HSA13 | HSA 17
HSA18 | HSA19 | HSA25
HSA26 | HSA 31 HSA 32
HSA 36
SATO09 | SAT12 | SAT13
SAT29 | HSA02 | HSAO03
HSA 04 | HSA06 | HSA 07
HSA08 | HSA09 | HSA 14
HSA20 | HSA27 | HSA28
SAT02 | SAT04 | SATO05
SAT 10 | SAT14 | SAT15
SAT 19 | SAT 21 SAT 22
SAT26 | SAT28 | HSA 05
HSA11 | HSA15 | HSA 16
HSA21 | HSA22 | HSA23
HSA24 | HSA29 | HSA 30
HSA 33 | HSA34 | HSA 36

Figure 4. Grade 10 DOE Reading Model, Two-Tier
(Note: For visual clarity, not all path lines to items shown)
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Research question 2 was addressed in the following steps:

L.

Testing the DOE models: First, the one-tier and two-tier models of
reading ability were tested against the data using a confirmatory factor
analysis (for the one-tier model and the two-tier model) by evaluating the
appropriate fit indices (discussed below) according to generally accepted
fit criteria.

Assessing individual items: If the models did not meet the desired criteria,
the loadings of individual items on their respective strands were examined
for evidence of items that might be unduly affecting the indices due to
very low loadings on the factor with which they were aligned. Any such
items were then subjected to further tests to determine if there was
sufficient evidence to warrant their exclusion from further analyses of
model fit. If any such “bad” items were identified, the DOE models were
tested again without those items.

Further testing of the models: After evaluating the fit of the DOE models
based on the reduced data set (i.e., without the “bad” items), other possible
problems with the models were considered. In particular, the high inter-
factor correlations (in the one-tier model) and high loadings of each strand
on the general reading factor (in the two-tier model) that emerged from the
tests in steps 1 and 2 were further explored for possible evidence of item

unidimensionality. Analyses were then conducted to see if a single-
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component (unidimensional) model of reading ability better fit the data.
This effort proceeded in three basic stages:

a. First, three alternative models were compared to see which one, if
any, best fit the data: the two original DOE models (one-tier and
two-tier), and a model with a single component (one general
reading factor).

b. Subsequently, a set of “random assignment” models was created
for testing. For each of these models, test items were randomly
assigned to the three strands by creating a random sequence of the
items, which were then simply distributed in that order to the three
strands while retaining the original number of items per strand.
These three models were tested twice: once within the one-tier
structure, and again within the two-tier structure.

C. Finally, a “rotated assignment” model was tested within both the
one-tier and two-tier structures. This model was created by
successively assigning each item to each of the three strands.
Thus, item 1 was assigned to the Comprehension Processes strand,
item 2 to the Conventions and Skills strand, item 3 to the Response
strand, item 4 to the Comprehension Processes strand again, and so
on.

Confirmatory factor analysis produces indices that are used to gauge the degree to

which the model being tested “fits” the actual data. The term “fit” generally refers to the
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comparison between the covariance/correlation matrix of the actual data and the
covariance/correlation matrix produced by the model being tested. The closer the two
matrices are to each other (that is, the smaller the differences between them), the better
the fit. There are numerous fit indices; the SAS PROC CALIS procedure used in this
study generates 23 such indices.

There is no agreement, however, on which fit indices are best to use (Maruyama,
1998; Thompson, 2000). Furthermore, for many indices the values that indicate good
model fit are imprecise, and researchers rely on “rules of thumb” in the absence of
definitive guidelines. Faced with a surplus of fit indices and a lack of consensus on
which ones are optimal in giveﬁ circumstances, researchers have offered classification
schemes that provide some guidance on the appropriate use of indices (Byrne, 1998;
Loehlin, 2004, Maruyama, 1998). Based on reviews and classifications of SEM fit
indices, for the purpose of testing models of reading ability components in this study the
following indices were chosen.
1. The comparative fit index (CFI), which is a measure of fit that adjusts for,
and is applicable to, samples of any size (Hatcher, 1994). The CFI ranges
from zero (indicating no fit) to one (perfect fit), with values close to 1.00
generally indicating adequate fit.
2. The non-normed fit index (NNFI) compares the tested model to a
hypothetical model of no fit, but it also accounts for the complexity (or,

conversely, the parsimony) of the tested model (in terms of the number of
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parameters) (Bentler & Bonett, 1980, cited in Maruyama, 1998). Values
above 0.90 generally indicate adequate fit.

3. Thé chi-square (y°) statistic and the degrees of freedom (df) associated
with it are included as indications of model fit. A x*/dfratio equal to 1.00
would indicate perfect model fit; ratios of 2.0-2.5 indicate acceptable fit
(Hatcher, 1994). The y* significance test was not used to assess model fit
in this study. The y’ significance test has been shown to be very sensitive
to sample size, and when used with large samples it leads to unwarranted
rejection of the null hypothesis; specifically, it leads to rejection of the
tested model even when its fit is acceptable under other criteria
(Thompson, 2000). Thus, it is an inappropriate indicator of fit for the
analyses in this study, which were based on populations of 10,620 and
9,068 students in Grades 8 and 10, respectively. Given such large
numbers of subjects (N), it was expected that the > significance test
would lead to rejection of all tested models. This is, in fact, what
happened; all of the ¥ significance test results rejected the tested models
at p <.0001.
Contribution of Constructed-Response Items
Do the open-ended (OFE) and extended-response (EX) items, which make up the
constructed-response (CR) format items on the test, contribute information to a student’s
placement into one of the four proficiency level categories, over and above the

information provided by the multiple-choice (MC) items? This analysis would provide
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evidence that constructed-response items elicit responses that contain assessment

information that is not obtained only by multiple-choice items. As can be seen in Table

4, multiple-choice items account for a greater percentage of items and possible points

than do the constructed response items. Yet, the fact that constructed-response items are

included, in spite of the greater complications and costs associated with grading them,

reflects the importance that advocates attach to the quality of assessment information the

CR format provides.

Table 4

Score Structure of the HSA Reading Test by Response Format

Mu]t%ple Open Ended Extended Total
Choice
Grade 8
Number of ltems 39 6 2 47
Point Value 1 3 4
Total Possible Points 39 18 8 65
. a1 o
e 0 e
Grade 10
Number of Items 44 5 3 52
Point Value 1 3 4
Total Possible Points 44 15 12 71
Maximum Possible (%) 62.0 211 16.9 100.0

Contribution to Total Score
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Discriminant analysis (DA) was used to assess the contribution of each response
format’s scores to student placement into a proficiency level. DA refers to a set of
multivariate procedures concerned with the classification of subjects into one of several
categories (or groups) of a categorical variable, based on functions or equations derived
from those subjects’ scores on other variables. DA procedures enable researchers to
address various aspects of classification, including determining the best variables to
classify subjects, assessing the accuracy of the equations used to classify subjects, and
predicting the classification of subjects (Duarte Silva & Stam, 1995; Stevens, 1992), and
have been used to detect the best predictors of student placement in standards-based
performance levels (Good, 2002).

DA was used to examine the contributions of each of the three response formats
(MC, OE, and EX) to the classification of students into one of the four proficiency level
categories (below, approaching, meeting, and exceeding standards) in two basic steps.
First, a stepwise analysis was used to determine which of the response formats
contributed significant information to the placement of students into a proficiency level
class. The formats identified as significant in this procedure were then used in a second
analysis, in which the incremental improvement in correctly predicting proficiency levels
was calculated for OE and EX item formats.
Relationship Between Passage Type and Test Performance

Is performance on literary, informational, and functional passage types related to
a student’s overall performance on the test? As noted earlier, the inclusion of these three

passage types reflects the DOE’s language arts strand of Range, which states that students
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should be able to comprehend a variety of different text types. The relationship between
passage type and overall test performance was explored through repeated-measures
analysis of variance (ANOVA) procedures. The primary variable of interest—the
performance of students on each type of passage—was defined as the percent of total
possible points earned by a student for each of the three passage types. Thus, each
student was measured on each of the passage types by dividing his or her score by the
maximum number of points possible on each of the passage types.

The first step of the analysis was to address the question of whether there were
differences in student performance among the three passage types in general. For this
question, a one-way ANOVA with repeated measures (using the SAS PROC GLM
procedure) was conducted to test the null hypothesis that students performed equally well
on all three passage types. In addition, contrasts were done between each pair of passage
type to determine which pairs were significantly different. In the second step of the
analysis, a two-way ANOVA with repeated measure on the independent variable of
passage type was used to detect the interaction, if any, between passage type and
proficiency level. Finally, a one-way ANOVA with repeated measure was used to
examine the pattern of performance on the three passages types within each proficiency

level category.
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CHAPTER 4. RESULTS

Relationship between SAT-9 Items and DOE Items

The adjusted and unadjusted correlations shown in Table 5 demonstrate that the
relationship between the SAT-9 and DOE items differed between the two grade levels.
As noted above, we would expect a higher correlation between the aligned SAT-9 and
DOE items than between the nonaligned SAT-9 and DOE items. For Grade 8, the results
ran contrary to that expectation; the correlation between the aligned SAT-9 and DOE
items was lower than that between the nonaligned SAT-9 and DOE items. The Grade 10
results, on the other hand, followed the expected pattern, with the aligned SAT-9 items
showing a higher correlation with the DOE items than did the nonaligned SAT-9 items.
For both grades, the difference between the correlations was significant (Z = -9.89345, p
<.05 for grade 8, Z=6.413292, p < .05 for Grade 10). However, the significant Z test
results should be interpreted with caution, given the large number of subjects on which
the tests were based and the small effect sizes between the correlations. A conservative
interpretation of the results is that there was little difference between the correlations; that
is, the aligned and nonaligned SAT-9 items were essentially equivalent in terms of their
shared variance with the DOE items.

The reliability coefficients (Cronbach’s alpha) on which the adjusted correlations
were based, shown in Table 6, indicate that both the DOE and SAT-9 segments appear to
have been consistent measures of the same reading ability. Thus, for both grades the

reliability of the HSA score segment (aligned SAT-9 and DOE items) was higher than
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Adjusted and Unadjusted Correlations Between SAT-9 and DOE Questions

73

Aligned SAT-9 Nonaligned SAT-9 DOE
Grade 8
Aligned SAT-9 e e
Nonaligned
SAT.9 1.00(68) e e
DOE .82 (.61) 87(68
Grade 10
Aligned SAT-9 e e
Nonaligned
SAT.O o067y -
DOE .85 (.65) 19600
Table 6
Reliability (Cronbach’s Alpha) Estimates for Test Segments
Nonaligned  Aligned
All Ttems  HSA Scote ANl SAT-9 DOE SAT.9 SAT.9
Grade 8 90 .88 81 .86 A .65
Grade 10 91 .89 .81 .87 .67 .68

either the SAT-9 or DOE segments. Further, the coefficients indicated that including the

nonaligned SAT-9 items in the HSA score would have improved the reliability of that

score.
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The correlations between the SAT-9 items and DOE items are similar to
correlations between local and national tests in other jurisdictions. For example, the
correlations between the reading scores on the standards-based Alaska State Student
Assessment and those on the California Achievement Test Fifth Edition in the spring
2000 test administration were .78 for both grades 8 and 10 (Fenton, 2003). Like the
HSA, the Alaska State Student Assessment includes both norm-referenced and standards-
based items in order to generate both types of information from the test results.
Similarly, the correlation between reading scores on the standards-based Illinois Standard
Achievement Test and the norm-referenced lowa Test of Basic Skills in 2002 was .85 for
Grade 8 (Easton et al., 2003).
Components of Reading Ability
As discussed in the chapter on methods above, tests of a three-component reading
model proceeded in several steps. The results of all of the tested models for grades 8 and
10 are presented in Table 7.
1. With respect to the DOE models, for both grades the CFI and NNFI fit
indices indicated reasonable fit; they approached, but did not reach, the .90
threshold that is generally used to indicate adequate model fit. The x*/df
ratios suggested relatively poor fit based on “rule-of-thumb” guidelines,
although as noted above this is expected from any index based on the chi-

square statistic, which is strongly influenced by sample size.



Table 7

Fit Indices and Inter-Factor Correlations for Reading Models, Grades 8 and 10

One-Tier (Confirmatory Factor Analysis)

Two-Tier (Structural Equation Model)

Grade 8 Random Assignment Rotated Random Assignment Rotated
Fit Index DOE 1 Factor 1 2 3 Assignment Fit index DOE 1 2 3 Assignment
CFI 0.86 0.85 085 085 085 0.85 CFl 0.86 0.85 0.85 0.85 0.85
NNFI 0.85 0.84 084 084 085 0.84 NNFI 0.85 0.84 0.84 0.84 0.84
X2ldf 12.72 1324 1296 1311 1279 13.11 XCldf 12.73 1326 1315 1325 13.21
Inter-factor correlations Std. Loadings on general reading factor
I comp-conv 0.97 094 095 1.00 1.00 Comp 0.99 0.99 0.99 1.00 1.00
I comperesp 0.92 095 100 096 0.97 Conv 0.98 1.00 0.97 1.00 1.00
I conv-resp 0.91 100 095 090 1.00 Resp 0.93 1.00 0.97 1.00 0.97
Grade 10 Random Assignment Rotated Random Assignment Rotated
Fit Index DOE 1 Factor 1 2 3 Assignment Fit index DOE 1 2 3 Assignment
CFl 0.81 0.81 0.8t 083 083 0.83 CFl 0.83 0.82 0.83 0.83 0.83
NNFI 0.82 0.82 080 082 082 0.82 NNFI 0.82 0.81 0.82 0.82 0.82
X2ldf 10.30 1042 1146 1042 1040 10.31 X2ldf 10.32 1088 1043 1043 10.32
Inter-factor correlations Std. Loadings on general reading factor
I' comp-conv 0.98 1.00 100 1.00 0.96 Comp 1.00 1.00 1.00 1.00 1.00
I compresp 1.00 097 100 100 1.00 Conv 095 1.00 1.00 1.00 0.95
I conv-resp 0.93 094 100 100 0.95 Resp 0.98 0.95 1.00 1.00 1.00
Note: Abbreviations for reading strands:

Comp = Comprehension Processes
Conv = Conventions and Skills
Resp = Response

SL
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Subsequent examination of the loadings of each item on its respective
strand suggested that four items in the Grade 8 test that might be
disproportionately weakening model fit: SAT question 8, and HSA
questions 22, 28, and 34. No such items were indicated by the loadings
for the Grade 10 test. The low loadings of these four Grade 8 items
ranged from .01 to .15, as shown in Table 8, which summarizes the
evidence for identifying the four items in the Grade 8 test. In an
exploratory factor analysis specifying a three-factor solution, all four items
loaded poorly on the first factor, which accounted for 89 percent of the
common variance, as well as on the subsequent two factors, which
accounted for the remaining 10 percent of the common variance. The
final column of Table 8 demonstrates that each of the four items was

poorly correlated with the other items of the HSA Reading test.

Evidence of “Bad” Items in the Grade 8 Test

Standardized

Loadings on Correlation with
Item . & Loading on First 3 Common Factors Other HSA
Aligned Factor, Score It
DOE Model core liems
One- Two-
Tier Tier Ist 2nd 3rd
SAT 8 A5 A5 .16 .02 .07 15
HSA 22 A5 15 A5 02 -.04 14
HSA 28 .01 .01 .01 -.05 07 .00
HSA 34 .04 .04 .04 .00 .08 .03
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Parsing these four “bad” items from the Grade 8 model tests resulted in
positive, but negligible, improvements (ranging from .002 to .003) to the
CFI and NNFI indices; thus, the fit of the DOE models remained moderate
for both grades. Attention was then directed towards the high inter-factor
correlations among the strands in the one-tier DOE model (ranging from
.91 to0 .97), and the high loadings between each strand and the general
reading factor in the two-tier model (ranging from .93 to .99) that emerged
from the fit tests, and which strongly suggested that the reasonable fit
indices might have resulted from shared variance among the strands. This
was confirmed by the tests of the random and rotated assignment models,
as well as a single-factor model (for the one-tier model), all of which
yielded fit indices and inter-factor correlations that were virtually identical
to those of the DOE models.

The substantial equivalence of the tested models, and the lack of
sensitivity of the factors to the items that comprised them, is apparent by
examining the narrow range of values for each fit index. Across all
models tested for Grade 8, the CFI ranged from .85-.86, the NNFI ranged
from .84-.85, and the x*/df ratio ranged from 12.72 to 13.26. For Grade
10, the CFI ranged from .81 to .83, the NNFI ranged from .80 to .82, and
the y*/df ratio ranged from 10.30 to 11.46. The substantial equivalence of
the models is also evident in the inter-factor correlations among the three

strands in the one-tier models, and between each of the strands and the
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hypothesized general reading factor in the two-tier models. For Grade 8§,
the inter-factor correlations among the three strands in the one-tier models
ranged from .91 (between the Conventions and Skills and Response
strands as originally composed) to 1.00; for the two-tier models, the
standardized loadings of the strands on the general reading factor ranged
from .93 to 1.00. For Grade 10, the inter-factor correlations among the
three strands in the one-tier models ranged from .93 (again, between the
Conventions and Skills and Response strands as originally composed) to
1.00; for the two-tier models, the standardized loadings of the strands on
the general reading factor ranged from .95 to 1.00. These inter-
correlations and loadings indicated each of the strands shared at least 80
percent of its variance with the others.

Overall, the results indicated that whether reading ability was operationalized as a
single factor, as three inter-related factors, or as three factors subsumed under an
overarching single factor, the HSA reading data support these models equally.
Furthermore, the substantial equivalence of the eight alternative models in which items
were randomly assigned to the three factors (three randomized plus one rotated
assignment model for both the one-tier and two-tier structural models) indicated that
strength of the fit indices did not depend on the proper alignment of test items with
strands. Instead, the results indicated that models containing arbitrary assignments of test
items to strands are comparable, if not identical, to each other and to the DOE models in

terms of their fit of the data.
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Contribution of Constructed-Response Items

Before conducting the discriminant analysis (DA), reliability coefficients
(Cronbach’s alpha) for each response format were calculated. As expected, given the
different numbers of MC, OE, and EX items, higher reliability coefficients were found
for the MC format. For Grade 8, the coefficients were: .85 for MC items, .72 for OE
items, and .54 for EX items. For Grade 10, the coefficients were: .86 for MC items, .41
for OE items, and .40 for EX items. Thus, it appears that although response consistency
was high and almost equivalent across both grades, both types of constructed-response
items were less reliable on the Grade 10 test.

For the first part of the analysis for this research question, the SAS PROC
STEPDISC procedure was used to conduct a stepwise discriminant analysis. In this
procedure, a forward selection method begins with no variables in the model being used
to explain the separation of subjects into groups, and then adds one variable at a time in
descending order of explanatory power, provided that each added variable meets the
minimum level of explanatory power specified by the researcher. After each variable is
selected in this manner, all of the variables that have been added to the model to that
point are evaluated according to their explanatory power, and any that do not meet the
specified criterion are dropped from the model. This selection and retention process
stops after a predetermined number of variables have been selected, or when none of the
unselected variables meets the criterion for entering the model. For both the selection
and retention of variables, the researcher selects the method and threshold for these

actions. The method that was used in this analysis to evaluate variables—the MC, OE,
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and EX formats—for selection and retention in the model was the significance level of
the F-test of the variable under consideration. The significance level chosen was p < .05,
which is more conservative than the default value of .15 used by the SAS PROC
STEPDISC procedure (SAS Institute Inc., 1999).

For both grades, all response formats were selected and retained in the model
explaining student classification into proficiency level groups. For Grade 8, the values
were as follows: MC format, F'= 8958.26, p < .0001; OE format, F = 1307.19, p <
.0001; and EX format, F'=157.27, p < .0001. For Grade 10, the values were: MC
format, F'=7697.04, p < .0001; OE format, F' = 822.48, p < .0001; and EX format, F =
222.75, p < .0001.

The second part of the analysis used SAS PROC DISCRIM to derive linear
combinations of student scores on each of the item formats that most accurately place
students into proficiency levels, and to assess the accuracy of those linear functions in
predicting placement. The relative contribution of each format to placement accuracy
was determined by comparing error rates (the rate of incorrect placement into proficiency
levels). While there are different methods used to assess placement accuracy, the method
used here was based on the simple number of placement errors. The baseline rates of
correct placement in each level are set equal to the proportional number of cases in each
of the levels in the total sample. The leave-one-out estimation method of predicting
placement was used. In this method, each subject’s placement is predicted by “leaving it
out” and predicting its placement on the basis of the data of the remaining subjects

(Duarte Silva & Stam, 1995). Table 9 shows the error rates for three linear discriminant
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functions for each grade level. The first function included only the MC items, the second
included MC and OE items, and the third included all item formats. For both grades, MC
items alone predict placement fairly accurately, with an error rate of 13-14 percent. The
inclusion of OE items reduces that error rate by approximately one-half, and the full
model again reduces the error rate by about one-half. Thus, the inclusion of all items in

the prediction models results in a correct placement rate of 96 percent for both grades.

Table 9

Error Rates for Linear Discriminant Functions

Improvement Over Previous

Variables in Function Error Rate Model
Grade 8

MC 14

MC, OF 07 ~ 07

MC, OFE, EX .04 .03
Grade 10

MC 13

MC, OE .07 .06

MC, OE, EX .04 .03

Relationship Between Passage Type and Test Performance
Initial tests were performed to determine whether students performed equally well
on all three passage types; performance was measured by the mean percentage correct
(based on scores) on all items belonging to each passage type. Table 10 includes the
results of one-way ANOVA with repeated measure tests of performance across all

passage types, which resulted in rejection of the null hypothesis of equal means in each
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grade level. Table 10 also includes the results of subsequent contrasts between each pair
of passage type, with the direction of difference indicated. These results indicate that
Grade 8 students generally did best on informational passages, then literary passages, and
then most poorly on functional passages. Grade 10 students also did best on
informational passages, but this was followed by middle performance on functional

passages, and poorest performance on literary passages.

Table 10

ANOVA Summary.: One-Way with Repeated Measure on Passage Type

Source df SS MS F
Grade 8
Passage Type 2 3242 18.21 1620.17*
Informational > Literary 1 2.49 2.49 104.75*
Literary > Functional 1 36.61 36.61 3028.45*
Informational > Functional 1 58.17 58.17 2402.27*
Grade 10
Passage Type 2 7.82 3.91 354.62*
Informational > Literary 1 13.69 13.69 714.59*
Functional > Literary 1 9.39 9.39 311.41*
Informational > Functional 1 40 40 23.91*
* p<.0001

Subsequently, a two-way ANOV A with repeated measure was performed to
assess the effects of passage type and overall reading skill, as measured by the student’s
proficiency level. Main effects were found to be significant for both passage type and

proficiency level. Further, an interaction effect between passage type and proficiency
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level was found to be significant for both Grade 8 and Grade 10. These results are shown

in Table 11.

The nature of this interaction is clarified by the results of one-way ANOVA with

repeated measure tests, in which the simple effect of passage type was examined for

students within each proficiency level. Mean percentage correct scores across the three

Table 11

ANOVA Summary: Two-Way with Repeated Measure on Passage Type

Soutrce df SS MS F
Grade 8
Between Subjects
Proficiency Level 3 573.17 191.06 12292.60*
Error 10616 165.00 .02
Within Subjects
Passage Type 2 4.66 2.33 238.21*
Level X Passage 6 4.65 .78 79.23*
Error 21232 207.84 .01
Grade 10
Between Subjects
Proficiency Level 3 524.64 174.89 10062.70*
Error 9064 157.52 02
Within Subjects
Passage Type 2 43 21 19.60*
Level X Passage 6 2.25 37 34.32%
Error 18128 197.82 01
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passage types within each proficiency level are displayed in Table 12. A summary of the
significance of the differences among those means is displayed in Table 13. The nature
of the interaction varies between the two grade levels. For Grade 8, students in the lower
two proficiency level categories perform best on literary passage items, second best on
informational passage items, and worst on functional passage items. For students in the
higher two proficiency level categories, this pattern changes. These students perform

best on informational items, second best on literary items, and worst on functional items.

Table 12

Mean Passage Performance (Percent Correct) by Proficiency Level

Proficiency Level N Literary Informational ~ Functional
Grade 8
Below 596 28 26 22
Approaches 4912 52 .50 44
Meets 4917 .70 74 .65
Exceeds 195 .87 90 .86
Grade 10
Below 597 23 22 21
Approaches 4327 39 44 44
Meets 4019 .63 .66 .65
Exceeds 125 .86 .88 .87

For Grade 10, differences in performance within groups are generally smaller than
for Grade 8, which is reflected in the relatively fewer significant values in Table 13.

Students in the Below Proficiency group follow the same pattern as the Grade 8 students
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in the lowest two groups, but the differences between the means are very small (.02

between the highest and lowest means). Students in the Approaches Proficiency group

show a distinctive pattern, doing equally well on informational and functional items, and

less well on literary items, with the range of .05 between highest and lowest being the

largest such range among all groups. Students in the Meeting Proficiency and Exceeding

Proficiency groups show different patterns, but again the means are very close,

suggesting that for them, as for students in the Below Proficiency group, there is no real

difference in performance across passage types.

Table 13

Significance of Differences between Passage Types within Proficiency Levels

Proficiency
level

All Means

Literary and
Informational

Literary and
Functional

Informational and
Functional

Grade 8
Below
Approaches
Meets

Exceeds

F(2, 1190)=54.97**
F(2,9822)=737.25%*
F(2,9832)=1143.43%*

F(2,388)=25.18%*

F(1,595)=5.15
F(1,4911)=25.58**
F(1,4916)=531.79**

F(1,194)=17.90**

F(1,595)=154.6**
F(1,4911)=2178.24%*
F(1,4916)=850.71%*

F(1,194)=9.51*

F(1,595)=48.65**
F(1,4911)=733.46**
F(1,4916)=1878.82**

F(1,194)=40.81**

Grade 10
Below
Approaches
Meets

Exceeds

F(2,1192)=6.40*
F(2,8652)=357.17%*
F(2,8036)=82.96**

F(2,248)=1.34

F(1,596)=1.85
F(1,4326)=695.76**
F(1,4018)=172.42**

F(1,124)=3.12

F(1,596)=9.07*
F(1,4326)=361.05**
F(1,4018)=58.93**

F(1,124)=71

F(1,596)=6.54*
F(1,4326)=4.74
F(1,4018)=16.80**

F(1,124)=52

*p<.0167. ** p <.0001
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Review of Findings

The expected stronger direct relationship between aligned SAT-9 and DOE items
versus nonaligned SAT-9 and DOE items is supported only by the Grade 10 data. The
Grade 8 data indicate the opposite effect, with the nonaligned SAT-9 items showing a
stronger direct correlation with the DOE items. However, for both grades the effect sizes
are small enough to suggest that, in practical terms, the correlations could be considered
equal. Thus, both aligned and nonaligned SAT-9 items function similarly.

Latent factor analyses show that, for both grades, the specific three-strand model
embodied in the HSA Reading test fit the data with only moderate success. Further tests
indicate that random three-factor models and single-factor models produce virtually
identical fit indices. Correlations among the strands indicate substantial shared variance
among them. Given these results, the single-factor model is the most parsimonious
solution. Thus, the data support a single-component or unidimensional model of reading.

Discriminant function analyses show support for the uniqueness of information
provided by both open-ended and extended-response item formats, over and above that
provided by multiple-choice items. For both grades, then, the evidence indicates that
multiple-choice and constructed-response items elicit information that is useful in placing
students into performance levels. However, the amount of information provided by
constructed response items (in terms of accurately placing students into proficiency
levels) is very small relative to that provided by multiple-choice items, even though the

OE and EX items contributed 40 and 38 percent of the possible total score at Grades 8
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and 10, respectively. The relatively low accuracy in placing students may be due to the
insufficient internal consistencies of the OE and EX response formats.

Finally, ANOVA analyses indicate that the difficulty of different passage types
depends on the proficiency level of the student. This interaction effect is stronger in
Grade 8, with literary passage items easiest for students below and approaching
proficiency, but informational passage items easiest for students meeting and exceeding
proficiency. The Grade 10 results also indicate interaction between passage type and
proficiency level, with a pattern that contrasts that of Grade 8, with literary passage items

appearing to be the most difficult.
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CHAPTER 5. DISCUSSION, IMPLICATIONS, CONCLUSION

Discussion of Findings

Alignment and Reading Strands

In light of the Standards for Educational and Psychological Testing (American
Educational Research Association et al., 1999) discussed in Chapter 3, the findings
concerning aligned and nonaligned SAT-9 items and reading strands (research questions
1 and 2) have significant implications for the interpretation and use of the HSA test
scores. Specifically, although the data indicate that the DOE items have high reliability,
they also indicate that the DOE items are highly correlated with all SAT-9 items, both
aligned and nonaligned. Further, the data do not support the three-component model of
reading upon which the specification of SAT-9 items to be included in a student’s score
is based, and upon which the division of a student’s total reading score into subscores
indicating performance on each of the strands is based. Based on these results, we can
draw the following implications:

1. All SAT-9 and DOE items appear to measure the same ability with high
reliability. Thus, the SAT-9 items have high predictive validity with
respect to the student’s performance on the DOE items, and vice versa.
Since all SAT-9 items function in essentially the same way, there appears
to be no rationale for distinguishing between aligned and nonaligned
items. In fact, the results of correlational analyses indicate that including
all SAT-9 items (rather than only the aligned items) in the HSA score

improves the overall reliability of the test.
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2. The results do not support the original alignment of the test items with the
three reading strands. Rather, the results suggest that a unitary concept of
reading ability is a more parsimonious and appropriate representation of
the construct that the HSA Reading test is measuring. The lack of clear
evidence in support of the DOE reading strands model of reading ability
suggests that any interpretation of a student’s reading ability beyond his or
her total score must be approached with great caution. In particular, the
use of strand subscores for diagnostic purposes, as indicated by the
reporting narratives designed to explain to teachers, parents, and students
what a low subscore in each strand means (Hawai'i Department of
Education, 2003) and how the student can improve performance on that
strand, is not supported by the evidence here.

Item Format and Passage Type

Findings regarding item format and passage type suggest the following:

1. The constructed-response items provide unique assessment information
for the placement of students into proficiency levels, but the amount of
that information is minimal relative to that provided by multiple-choice
items. Thus, the inclusion of constructed-response items needs to be
weighed against the time and resource costs required to grade those items.

2. The relatively low internal consistency that characterizes the constructed-
response items, particularly the EX items, suggests that these items may

have difficulty functioning as effectively in large-scale test situations as
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intended. Thus, interpretations of performance on constructed-response
items that are based on the assumption that they are a more valid measure
of “true” reading skill, must be carefully weighed within the context of the
lower reliability of those items.

3. The concern with assessing student reading performance across different
text types appears to be well-founded, with the evidence suggesting that
the relative difficulty of text types vary with the reading ability of the
student. The differences in the relationship between text type and reading
ability between grades 8 and 10 suggest that there may be developmental
or curriculum-based factors that bear further scrutiny.

Possible Methodological Issues and Limitations

Data Characteristics

Each of the statistical methods used in this study is based on a set of assumptions
regarding characteristics of the data and sample size. Small sample sizes can pose
serious problems, particularly for factor analytic methods. Fortunately, such problems
were not a concern due to the large number of subjects considered in this study (N =
10,620 for Grade 8, N = 9,068 for Grade 10). In fact, in some cases (such as using fit
indices based on the chi-square statistic), I obtained statistically significant results that
could be interpreted as primarily reflecting a large number of subjects rather than effect
size.

One assumption that is common to all of the methods used is normal distribution

of the data. As is true with other studies similar to this one, the data characteristics of test
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results meant that this assumption could not be met. Multiple-choice items are scored
zero (incorrect) or one (correct), and thus do not possess a normal distribution.
Constructed-response items scored on a 0-3 or 0-4 scale may approach normality, but
also suffer from a limited range of possible scores. Studies of the dimensionality of test
data using methods based on correlation matrices have been found to produce varying
results, perhaps in part due to the characteristics of the data (DeMars, 2003). For this
study, violations of data normality were tolerated because the particularly large sample
sizes on which the analyses were based provide a degree of robustness to non-normality
for the results (Loehlin, 2004). Nevertheless, data non-normality must be considered a
limitation of this study.

One way of dealing with data non-normality involves parceling items together
either by summing or averaging them, and then performing the analysis on those parcels.
Parceling is widely used in structural equation modeling and confirmatory factor analysis
to improve the characteristics of the variables for those analyses (Bandalos, 2002); such
improvements include higher reliability, a higher percentage of common variance, and a
lower ratio of variables to subjects (or cases) when the sample size is relatively small
(Little, Cunningham, Shahar, & Widaman, 2002; Nasser & Takahashi, 2003).

The decision to use parcels, and especially the method selected by a researcher to
create parcels, involve several psychometric and philosophical issues that should be
explicitly considered in order to assess the implications of parceling for interpreting the
results of the analysis. Kim and Hagtvet (2003) argue that “the use of item parcels and

their advantages are theoretically justifiable and meaningful only when the parcels retain



92
the information acquired from the items” (p. 102). Recent reviews of the parceling
literature indicate a general consensus that parcels should be assembled of items that
share one source of common variance to avoid obscuring the true pattern of variation of
the original items (Bandalos, 2002; Little et al., 2002). From the general perspective of
the design and theoretical focus of a study, Little et al. (2002) propose that parceling not
be used in situations where a researcher wants to capture the full complexity of variance
at the item level, including loadings on multiple factors and correlated error variance. In
contrast, “parceling is more strongly warranted” when the focus is on the latent factors
and the relationships among them rather than item-level information (p. 169). In the case
of the HSA, since each item is hypothesized to be an indicator of the test taker’s ability in
the given strand it is important to retain as much item-level information as possible.
Hence, a parceling strategy was deemed inappropriate.

Measuring the Reading Process with Large-Scale, Standardized Tests

The limited psychometric evidence for the DOE’s three reading strands mirrors
the general difficulty that researchers have had in finding evidence for reading
components in the results of large-scale tests. One could argue that this lack of evidence
indicates that the reading components do not exist, and that the HSA Reading test data
accurately reflect this. However, as we have seen there is evidence from various
theoretical perspectives and methods that suggests that reading is, in fact, a multi-
component skill. Furthermore, the process of aligning test questions with strands
involved a close examination of the questions by professionals with expertise and

experience in reading instruction and curriculum design. Discounting both of these
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sources of support of reading as a multidimensional ability should be done carefully, and
perhaps only with more evidence than is provided in this study.

An alternative scenario is that reading components do exist, but did not emerge
from the data. If we proceed from this position, then several possible methodological
issues can be raised in explaining the lack of psychometric evidence emerging from the
HSA data. One possibility suggested by previous research is that reading components are
difficult to ascertain with a large-scale, standardized instrument like the HSA Reading
test. As noted in Chapter 2 of this study, many of the studies that have found evidence
for reading components have not been based on large-scale test results but rather on close
analyses of the reading process. It has been noted that measuring the products of reading
(multiple-choice selections, essays) is an imperfect way of assessing the process of
reading. If this problem is significant, then large-scale tests, by their very nature, can
only provide us with limited and indirect information on the reading process.
Interestingly, however, it has been pointed out that the movement towards standards-
based testing has promoted the development of a more process-oriented understanding of
what students should know and be tested on (Linn, 2002a). Ironically, then, as content
standards reflect an increasing emphasis on cognitive processes, they may be making it
more difficult for large-scale tests to accurately measure those standards.

Proponents of performance-based assessments point to this inability of large-
scale, standardized tests to directly measure the process of reading as one of several
important limitations of tests, and there is no lack of suggested alternative assessment

methods (Murphy, 1998). For example, Fuchs et al. (2001) have argued that oral reading
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fluency is the most accurate measure of reading ability, while another study (Stage &
Jacobsen, 2001) has shown that fluency reliably predicted performance on a standards-
based state reading assessment for fourth graders. Other researchers, while
acknowledging the demonstrated strong correlation between fluency and other measures
of reading ability, caution that the link between the two needs further investigation and
that immediate use of fluency in classroom assessment may provide misleading results
(Tindal & Marston, 1996). If our concern is with the process of reading, oral reading
fluency may represent a useful but limited measure, in that the method used to obtain
information occurs simultaneously during the act of reading. Whether oral fluency or
other performance-based assessment methods can be adapted to a large-scale, standards-
based testing model, however, remains a difficult question (Baker, O'Neil, & Linn, 1993;
Linn, Baker, & Dunbar, 1991). Any such adaptation is further complicated by research
that has found performance-based assessments to suffer from low reliability, making it
difficult to study their construct validity with respect to other measures of reading
(Crehan, 2001).

Accounting for the Context of Reading

A related possible problem might be a lack of context variables in the analysis.
As discussed in Chapter 2, several researchers argue that context variables are essential in
assessing reading, one of the most important of which is the reader’s background
knowledge (Shapiro, 2004). Simply stated, without knowing how a reader’s background
knowledge facilitates or hinders comprehension of a particular reading passage, it is

difficult to make inferences about reading ability based on test scores. Of related interest
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in this regard are the numerous possible variables related to the reader’s affect—for
example, motivation, anxiety, high stakes—that may play important roles in
understanding components or skills that may be apparent only under certain
circumstances (Roeser et al., 2002).

Further investigation into the role that background or prior knowledge plays in
reading performance on passage-based reading tests might focus on the issue of local
item dependence (LID) among items tied to a common passage. LID occurs when the
content of one item (for example, any of the questions linked to the same reading
passage) provides assistance in answering another question. In such cases, the ability to
correctly answer a question reflects not only the underlying ability it is intended to
measure (i.e., reading), but also information gained from other questions. Indications that
significant LID effects exist among items linked to the same passage might be an
indication that the performance on those items may be influenced by the content of the
passage, rather than only, or even mainly, reading ability. In turn, the strength of the
passage effect may be a reflection of the reader’s prior knowledge. Interestingly,
although LID has generally been seen as a problem in test construction because of its
negative effects on score reliability, it has been noted (Lee, 2002) that such effects might
be worth the improved construct validity that results from the ability of passages to elicit
“a wider range of comprehension sub-skills and process” (p. 12).

Multiple Sources of Measurement Problems
It is possible that these and other factors interact and hinder a psychometric

confirmation of reading components. Efforts to assess reading components with a test
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such as the HSA are likely complicated by the following conditions: (a) any method of
assessment of reading ability must contend with item format effects, prior knowledge
effects, and various other test circumstance effects; (b) theoretical perspectives on the
competencies that compose reading ability range widely, and constitute a “moving base”
upon which to build the content standards that, in turn, inform test item construction; and
(c) the very response patterns that might be expected from items reflecting different
components might be obscured due to a test development process informed by item
response theory, which assumes in most circumstances construct unidimensionality
among all items. It is understandable, given these conditions, that the task of aligning test
items and content standards would be a difficult matter, as demonstrated by the relative
lack of psychometric evidence for reading strands. For similar reasons, including
discrepancies relating to item format and alignment between standards and items, Linn
(1998) has argued that the NAEP results should be used with caution as indicators of
achievement.

Finally, it should be noted that the selection of a single-factor model of reading
ability as the preferred model reflects its parsimony relative to multiple-factor models
with comparable measures of fit to the HSA data. However, it has been argued that a
statistically parsimonious model may not be the preferred model when considering other
aspects of test structure, such as content representation, student preparation for the test,
and development of test items (Meara & Sireci, 1999). Thus, this analysis should not be
interpreted as a complete assessment of the strengths and weaknesses of a multiple-

component model of reading ability.
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Operationalizing Components and Aligning Items

The NAEP’s caveat that its reading “aspects” should not be used for diagnostic
purposes relieves it of what is perhaps the central burden posed by attempting to identify
components of reading: the diagnostic implications of aligning items with components
for understanding actual variations in reading ability. But it is fair to ask, then, what the
point is of building a reading test upon content standards that specify reading components
if those components have no diagnostic function? Or, stated in another way, what does
alignment of items and standards accomplish if performance on those items cannot be
used as indicators of proficiency at the underlying standard? If reading components are
going to be interpretable and acceptable to test takers and those who make decisions
based on test results, then it would seem that components must have a role in the
diagnosis of reading ability. And if they are going to be interpretable and acceptable
within the context of a specific conceptualization of reading ability as defined by those
components, then the diagnostic links between test items and reading components needs
to be clear and explicit. Otherwise, a single reading score representing overall
performance would convey the information necessary for students, parents, and
educators.

A possible answer to this problem is suggested by Bhola, Impara, and Buckendahl
(2003), who note that there may a mismatch between the specificity of content standards
and assessment strategies that better fit more holistic interpretations of the ability being
measured. It is widely understood that content standards need to be specific in a number

of ways in order to be useful: in particular, they should be specific about the ability and
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knowledge a student should possess and about the dimensions or levels of that ability and
knowledge that are appropriate at different grade levels or clusters (American
Educational Research Association, 2003; Rothman et al., 2002; Wixon et al., 2002). This
imposition of specificity in delineating ability and knowledge, however, may not be
appropriate for all subject areas. In this sense, perhaps the NAEP reading “aspects”
reflect theoretical specificity that may not be directly translated into skills that can be
assessed or conceptualized as distinct. In fact, as the wording of the NAEP caveat
suggests, it may be that the skills to which the “aspects” refer are interpretable and
assessable only as parts of a whole. Although the implications of this admittedly
nebulous concept of component skills are not entirely clear, they certainly include caution
in using a standardized test to discern the presence and level of those skills.

A related problem may lie in the processes used to develop content standards and
align items with them. As noted in the discussion in Chapter 2, standards development
and alignment are generally performed by curriculum and content experts. The face
validity of this process is clear, and there is no reason to believe that such experts should
have a lesser role. However, one concern that has been raised regarding the use of
experts is their qualitatively different approach to content within their domain of
expertise versus that of novices (Ayala, Shavelson, Yin, & Schultz, 2002). Specifically,
“experts are consistent in their substantive representations of the principle underlying the
[performance] task, whereas novices are strongly influenced by the surface features of the
task” (p. 110). Thus, experts might be “expected to process the test items somewhat

differently from target test-takers” (Alderson, 2000, p. 97). If this finding can be applied
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to the processes by which content standards are developed and test items aligned with
those standards, it might indicate that the reasoning behind the answers to those items
may suffer from more context variance than expected, and thus reflect constructs and
abilities unrelated to reading.

Are Content Standards Held to Norm-Referenced Criteria?

Standards-based assessment programs are intended, in part, to establish a more
appropriate metric for measuring student achievement than the performance of
comparable students across the nation. Standards-based scores are still interpreted
relative to something, of course, but that “something” is now a set of statements about
knowledge and ability that embody the knowledge and abilities that the student’s
community has determined to be the goals of education. The very term “standards-
based” suggests that assessment is tied to an interpretive framework that is anchored on
ground that is more stable and enduring than norms that have been derived from the
performance of all test takers. Further, the specificity of the standards provides the
means by which test scores can yield more information about the student’s knowledge
and abilities than simply his or her performance relative to other students. We are able to
say that student A is more proficient in reading than student B with respect to aspects X
and Y of reading, but is less proficient with respect to aspect Z. The importance of this
additional information cannot be denied; with it, educators have a far better base on
which to make decisions about curriculum, instruction, and student performance.

It is evident that the promise of standards-based assessment depends crucially on

the quality of its standards. The question arises, then: How can we best evaluate the
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quality of those standards? This study has attempted one such evaluation from a
psychometric perspective. The HSA language arts standards were recently subjected to
another kind of assessment. According to the State Auditor’s report (Hawai'i State
Auditor, 2001), the content standards of the HCPS II (as the HSA was then called) were
evaluated according to three criteria: comprehensiveness, rigor, and specificity.
Accordingly, the questions asked of the content standards were, respectively: (a) “Do the
standards address significant concepts and skills for each subject area?” (b) “Are
concepts and skills presented at the appropriate level of difficulty?” and (c) “Are the
content and skills described specifically enough to be meaningful?” (p. 22). These
questions were then addressed by consulting “reference documents” that had been
developed by Mid-continent Research for Education and Learning (McREL). As
described by the State Auditor, those reference documents were used to evaluate the
content standards in the following manner:
These studies [the reference documents] identify the knowledge and skills that are
consistently found within and across highly rated state standards documents and
significant national documents in the subject areas. Therefore, these studies were
used in the assessment of the comprehensiveness of the Department of
Education’s standards. The reference documents were also used to determine the
appropriate grade level or grade-cluster placement of the benchmarks. If concepts
or skills are placed at an earlier grade cluster in the Department of Education’s
standards than is common within the reference documents, then the department’s

standards could be said to be more challenging or more rigorous for students. If
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students in Hawai'i are not expected to master content until well after their peers
in other states, the department’s standards could be said to be less challenging or
less rigorous. Finally, the appropriate level of specificity, or detailed description
of content, was likewise determined by comparing the content description in the
Department of Education’s standards against those of the reference documents
(Hawai'i State Auditor, 2001, p. 23).

In this case, then, the DOE’s content standards appear to have been evaluated by
an essentially norm-referenced process. The norms were based on standards documents
of five states that were deemed to contain “exemplary content” in the respective subject
areas. As described earlier in Chapter 3, the three studies that had been used to select
those five states were based on different selection methods and criteria. The extent to
which those methods and criteria included psychometric research is difficult to ascertain
from the available sources. If such research was used, however, it was not accorded a
prominent role in the stated rationale for the selection criteria. It is worth considering the
possibility, then, that psychometric research has had a limited role in forming and
evaluating reading content standards. If so, more studies such as this one might be useful
in promoting the fair use of large-scale test results by holding tests to the Standards for
Educational and Psychological Testing (American Educational Research Association et
al., 1999), thereby continuing our efforts to improve the way we assess student learning.

Conclusion
The widespread use of large-scale, standards-based testing to measure educational

achievement and, by extension, instructional effectiveness, administrative efficiency, and
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progress towards policy goals, has created a clear need for ongoing empirical study to
validate the appropriate uses of the resulting test scores. An important part of these
validation efforts concerns the relationship between the content standards that inform the
structure and content of the test, and the scores generated by the test questions in actual
test administrations. The inaugural HSA test data provide us with an opportunity to look
carefully at a set of content standards and their relationship to the test scores that
constitute an essential part of the context within which those standards should be
understood. Analysis of those content standards adds to our knowledge of how
standards-based test results should be understood and interpreted.

The results of this study suggest that we may need to be more conservative in our
expectations of the kinds of assessment information we can validly obtain from large-
scale, standards-based reading tests. This conclusion is at odds with the premise that the
content standards that underlie standards-based tests must comprehensively represent the
domain of interest in order to be useful as a basis for assessment. In fact, the results of
this study indicate that efforts to link large-scale tests to content standards that are
comprehensive in terms of the breadth and depth of the reading domain may lead to

interpretations of test results that cannot be psychometrically supported.
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APPENDIX. SAMPLE HSA READING TEST QUESTION

The reading passage and associated test questions on the following pages are
taken from the Teacher’s Guide for Interpreting the Hawai'i Content and Performance
Standards (Hawai'i Department of Education, 2003). According to the Teacher’s Guide,
all sample items included in the guide are taken from a “live administration” the HSA
and are being publicly released “to provide additional information regarding the kinds of
knowledge and skills that students are expected to demonstrate on HCPS II State

Assessment” (p. 28).
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Grade 8 Reading Released Passages and items

The Aloha Shirt
By Sophia Schweltzer

Not even tucked in, blazing and bold, here’s the aloha shirt!

The missionaries might have denounced extravagance and nakedness, but the craving
for vivid colors, tropical textures, and sensual shapes couldn't be suppressed, Within two
centuries a modest workman's shint grow ifito the trademark wearof Hawaii.

But the history of this shirt reflects the growing pains of a nation and the true
Hawaiian aloba shirt has become increasingly hard to find. Sy

In the late 1920s and ecarly 1930s tourists, always looking for exotic souvenirs, fell for 1 fad of the young islanders,
unusual prints. Artists and tailors spotted a serious business. The name “aloha shirt,” registered in 1936, soon lsbeled a

Paintings of famous artists were transferred 1o the fabric of choice, rayon, silkier than silk and inexpensive. Designs
competed in intricacy. Border shirts, picture shirts, patterned shirts. How many ways to say Hawaii? Labels themselves
became works of art, reflecting inspiration and wild dreams of success. Y

After the darkness of the second World War, colorful, exotic prints were more than ever what visitors wanted. Add to
this the attention Hawaii reccived in the 1950s whea it competed with Alaska to become the 49th siate, as well as the
intrigue with Hollywood. Aloba shirts became a craze.

Elvis Presiey, John Wayne, Prank Sinatra, all going Hawaiian. Montgomery Clifi, dead in & ditch in “From Here to
Eternity.”'in Hawaiiab print. Immortal, from now on. Endorsements by world-famous gold-medal sivimmer and master
surfer Duke Kahanamoku. Photographs of presidents.

Kamehameha Garment Company, one of the largest pioneer manufacturers, shipped 35 tons of garments to the
mainland in 1960. “Made in Hawaii™ selis? :

In Hawaii, during those crazy years, opinions varied. All good and well'in leisure time, but what about business?

“Spiritwally destructive,” said a Japanese boss in 1955, “Truth is” writes Honolulu Magazine, in 1967, “aimost no
man past 30 really looks good in an aloha shirt.”

Questionable as this might be, with the large demand on the mainland came the need for more effective production.
First factories took over. Then labor and designers overseas. On the mainland, imitation shirts appeared. Designs lost
&mm.mmmmmmwwmmmmmmwr

Only one company in the whole state of Hawaii decided to stay true to the original Hawaiian shirt. Reyn Spooner,
created in 1956, is the only aloha shirt line designed and produced right here in Hawaii, its prints still pulsating with
local strength.

Otherwise weakened, the Hawaiian shirt fost uniqueness. Yet the greatest loss is that no one thought of keeping
track. Numerous designs have vanished in the cotton clouds of history. Original shirts with original labels have become
collectors items worth hundreds and even thousands of dollars.

The true Hawaiian shirt reads like a painting of paradise. The fabric is a canvas for the rich images of the islands. And
aloha shirts, true ar not, are here to stay. Still the greatest souvenir. They will forever mirror what Hawaii is about. The
challenge is now to find the real one, the one that shows aloha.

“The Alcha Shirt” by Sophia Schweitzer, from the Coffee Times Website.
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COMPREHENSION PROCESSES STRAND:
Use reading strategies within the reading
process to construct meaning.
” 1f you wanted to remember what information
' fain the article, what strategy would be most
effective?

A Creating an outline for the article

B Making a list of nouns found in the anicle

C Drawing s picture of an aloha shirt based
on the article

D Listing questions that are not answered in
the aticle

Apply knowledge of the conventions of language and
texts to construct meaning

@& What organizational structure does the author
use mostly in the article?
F Cause and effect
G Chronological order
H Spatial order
J  Question and answer

RESPONSE STRAND:
Respond to texts from a range of stances: initial
understanding, personal. interpretive and critical,
@D What does the anthor cite as proof of the growing
popularity of Hawaiian shirts in the 195087
A Their adoption by Hollywood stars
B Their modest ariging
€ Their silky fabrics
D Their meation in a magazine

CONVENTIONS AND SKILLS STRAND:
Apply knowledge of the conventions of linguage and
LeXES to Construct meaning

o Read this sentence from paragraph 14 of
the urticle.

The true Hawaiian shirt reads like a
painting of paradise.

What literary device does the author use in
this sentence to show the artistic beauty of
the Hawuiinn shirt?

F Personification

G Irony

H Rhyme

J Simile

Angwer Key: 1-A; 2-G; 3-A 44
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Gorade 8 Reading Released Passages and ltams

RESPONSE STRAND:
Respond to texts from a range of stances: initial
understanding, personal, interpretive and critical.
@D Which fact supports the idea that “the Hawalian
shirt has lost uniqueness™?
A Hawaiian shints became a fad in the late 1920s.
B Hollywood stars started wearing
Hawaiian shirts.
C Many designs were implemented in the
Hawaiian shirts.

D Factories produced Hawaiian shirts
in mass quantity.

RESPONSE STRAND: OPEN-ENDED RESPONSE ITEM:
Respond 1o texts from a range of stances: initial understanding, personal, interpretive and critical.

@D What details does the author use to support the idea that aloha shirts became a craze?

RESPONSE STRAND: EXTENDED-RESPONSE ITEM:
Respond to texts from a range of stances: initial understanding, personal, interpretive and critical.

@D Write a note to a friend explaining why some collectors are willing to spend hundreds of dollars on
aloha shirts.

Answer Key: 5-D; 6 and 26 see student responses later in this guide

Teacher's Guide for Incerpreting the Hawail Content and Performance Standards, Y
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