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Abstract 

Communication with conversational agents (CA) 
has become increasingly important. It therefore is 
crucial to understand how individuals perceive 
interaction with CAs and how the personality of both 
the CA and the human can affect the interaction 
experience. As personality differences are manifested 
in language cues, we investigate whether different 
language style manifestations of extraversion lead to a 
more anthropomorphized perception (specifically 
perceived humanness and social presence) of the 
personality bots. We examine, whether individuals rate 
communication satisfaction of a CA similar to their 
own personality as higher (law of attraction).  The 
results of our experiment indicate that highly 
extraverted CAs are generally better received in terms 
of social presence and communication satisfaction. 
Further, incorporating personality into CAs increases 
perceived humanness. Although no significant effects 
could be found in regard to the law of attraction, 
interesting findings about ambiverts could be made. 
The outcomes of the experiment contribute towards 
designing personality-adaptive CAs.   
  
1. Introduction  
 

In the past years, progress has been made in the 
field of AI in recognizing and mimicking human 
activities [22, 29]. Conversational Agents (CA) are to a 
certain degree capable of simulating such human 
behavior, by interacting with their users via natural 
language – in written or spoken form [22, 35]. With the 
introduction of Google Assistant, Apple's Siri or 
Amazon's Alexa, CAs have been made accessible to a 
wide range of users [35]. CAs have also been 
incorporated in many companies, specifically on their 
websites and messenger platforms, for example to 
assist customers during the sales process [31]. Another 
context, in which CAs play an increasingly important 
role is in health and medical care, supporting 
consumers with mental health challenges, or assisting 
patients and elderly individuals in their living 

environments [32]. With all these areas of application, 
the design of CAs and specifically their effect on 
human-computer interaction (HCI) has become even 
more important. In prolonging casual conversations, 
the long-term goal is to take steps toward the AI dream 
of general intelligence, that is, CAs that are able to 
provide casual opinions or therapeutic responses and 
have “a lot of personality” [3, p.3]. However, handling 
open conversation effectively and providing the 
machine with the ability to converse with humans in a 
natural way and in a manner that the user is satisfied or 
even enjoys the interaction, is still a major challenge 
[22, 35, 59]. 

In order to have a better understanding of the nature 
and quality of human-machine interactions, researchers 
have drawn from a variety of other disciplines, such as 
psychology and sociology. In this context, many 
studies have confirmed that findings in human-human 
interaction (HHI) can be applied to the interaction 
between machines and humans [36, 39, 41, 47]. For 
instance, people treat a computer system as if it were a 
human and thus project a certain level of 
anthropomorphism upon the machine – this perceived 
humanness has been an important aspect for social 
interactions [14, 37, 40, 52]. Also examined by many 
researchers is the construct of social presence, which 
describes the sense of connection that a user feels with 
their IT communication partner [12, 19, 52]. As a 
matter of fact, humans will respond to computers and 
CAs using the same elements of social interactions that 
they employ in HHI [37, 41]. In particular, researchers 
have shown that people respond to computer systems 
in similar ways to how they would respond to a human, 
for instance by attributing certain personality traits to 
computer partners [41, 52]. A specific set of 
characteristics is on the one hand believed to explain 
the way people respond to others in social settings [47, 
57], and provides on the other hand an explanation 
why it influences the quality of interactions [13, 47].  
As for the question, which personality traits in specific 
are more desirable in CAs, there is no definite answer 
to it. In fact, more and more researchers conclude that 
CAs should not have a static personality, but should 
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ideally adapt to the personality of the user [1, 2, 22, 53, 
55, 64]. As part of initial steps towards our research 
goal of designing personality-adaptive CAs, we 
investigate existing theories, specifically social 
presence and perceived humanness in connection with 
the personality trait extraversion. The extraversion/ 
introversion dichotomy has specifically received the 
most attention from researchers, as the underlying 
components of extraversion have been well-established 
to date across various methodologies [7, 33]. Further, 
since incorporating different personality-based 
language styles increase social presence [42] and 
extraverted individuals are more likely to 
anthropomorphize bots [47, 49], we pose the following 
research question (RQ): 

 
RQ1: Are social presence and perceived 

humanness increased when incorporating an 
extraverted language style in human-machine 
conversation? 

 
Another step towards a better understanding of how 

to increase interaction quality provides the law of 
attraction. According to this theory, humans prefer 
machines with a similar personality to their own [39, 
41]. On the one hand, studies confirm the law of 
attraction [39, 41], on the other hand however, there 
are some findings indicating people prefer interaction 
based on opposing personality traits [27]. Since in this 
case concepts of HHI cannot be clearly transferred to 
HCI, and since there is a larger body of research 
speaking for the law of attraction, we base our second 
RQ on this theory and investigate the following 
question: 

 
RQ2: Are extraverts perceiving higher 

communication satisfaction when interacting with an 
extraverted CA? 

 
Though researchers have given great thought to the 

effects of different personality dimensions on HCI, yet, 
only a few studies have dedicated their research on 
personality – extraversion in particular – and their 
effect on perceived humanness and social presence.  
Further, as there are still disagreements regarding the 
law of attraction and its opposing theory, we aim to 
study whether different language style manifestations 
of extraversion (i.e. high, medium, low) have an effect 
on users’ perceived communication satisfaction.  

The paper is structured as follows: First, we 
provide relevant theoretical background on personality-
based language cues, social presence and perceived 
humanness as well as on the law of attraction. We 
derive our hypotheses, which are then tested in the 

framework of our conducted experiment. We present 
the results and discuss our research questions.  
 
2. Theory & Hypotheses  
 

Personality has been an essential topic in the 
literature of HCI. Personality differences are 
manifested in language and can thus be incorporated 
into intelligent systems such as CAs by using specific 
language cues that reflect a certain personality 
dimension. CAs can have (or simulate) a personality 
that can easily adapt according to a user’s personality 
to give the user the best possible interaction. In 
research, the law of attraction is often used to 
determine which personality types and factors are 
preferred. However, an important prerequisite for this 
is the general perception of a CA by its user and 
specifically their perceived humanness and social 
presence 
 
2.1. Personality & Language Cues 
 

A well accepted theory of psychology is that human 
language reflects the emotional state and personality, 
based on the frequency with which certain categories 
of words are used as well as the variations in word 
usage [7, 20, 63]. Personality is described as a 
psychological construct that comprises someone’s 
behaviors, emotions and cognitions derived from both 
biological and social factors [23, 47]. Theories of 
psychology further assert that personality traits in 
particular can be used to predict human emotions, 
cognitions and behaviors [42, 47]. In order to measure 
an individual’s personality, a widely used classification 
of personality – the Big Five model – has been applied 
in research [34]. For a comprehensive assessment of 
individuals, the following five fundamental traits or 
dimensions have been defined and derived through 
factorial studies: Conscientiousness, openness, 
neuroticism, agreeableness and extraversion which 
refers to the extent to which people enjoy company and 
seek excitement and stimulation [10]. This specific set 
of characteristics is believed to explain the way people 
respond to others in social settings, [47, 57] and also 
provides an explanation as to why it influences the 
quality of interactions between people [13, 42, 47]. 
Verbal interactions by means of language can therefore 
be useful for capturing lower-level personality 
processes, since language is more closely associated 
with objective behavioral outcomes than traditional 
personality measures [7]. Utterances for instance - 
conveying a great deal of information about the 
speaker - comprise cues to the individual’s personality 
traits [33]. Both spoken language as well as written 
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language is unique from person to person, as humans 
express themselves verbally with their own distinctive 
styles, even though the content of a message may be 
the same [43]. By discovering correlations between a 
range of linguistic variables and personality traits 
across a wide range of linguistic levels, psychologists 
have documented the existence of such cues [33].  

Although research has found language markers for 
all Big Five traits, the extraversion/ introversion 
dichotomy has specifically received the most attention 
from researchers, as the underlying components of 
extraversion have been well-established to date across 
various methodologies [7, 33]. Most of the 
personalities can be measured somewhere between two 
extremities, since extraversion-introversion levels are 
part of a single, continuous dimension of personality 
[56]. Table 1 shows a small overview of some of the 
identified language cues for extraversion and 
introversion, based on various studies by Scherer 
(1979) [50], Furnham (1990) [15], Pennebaker and 
King (1999) [43], Gill and Oberlander (2002) [18] and 
Mairesse et al. (2007) [33].  
 
2.2. Social Presence & Perceived Humanness 
 

Social presence refers to the subjective perceptions 
of a medium that is used for communication, i.e. the 
sense of connection that a user feels with their 
communication partner  [52]. It measures the extent to 
which communication media has the ability to transmit 
social cues, such as transmitting sociable, personal or 
intimate aspects [40, 52]. While early research focused 
on computer-mediated communication between 
humans, recent studies state that social presence is also 

applicable to HCI and consequently to CAs [12, 37]. 
According to the ‘computers are social actors’ (CASA) 
paradigm [37, 40, 41], humans will respond to 
computers and CAs using the same elements of social 
interactions that they employ in HHI [41]. In a variety 
of studies, researchers have shown that people respond 
to computer systems in similar ways to how they 
would respond to a human – for instance by attributing 
specific personality traits to computer partners [37, 52]. 
Relative to introverts, extraverts generally engage in 
more social activity, experience greater positive affect 
and well-being, and are reactive to external stimulation 
[15, 33, 50]. Further, an extraverted person will be 
relatively gregarious and generally energized by 
external stimulus or people [16, 58]. An introvert on 
the contrary, will be comparatively less sociable and 
more introspective [41, 54, 58]. These tendencies 
indicate that humans may apply these social rules 
equally to HCI.  

The construct of social presence can be used to 
measure a user’s perception of a CA’s social 
characteristics. By incorporating a language style, that 
reflects a certain personality dimension, social 
presence can be increased [44]. A high degree of social 
presence indicates enhanced trusting beliefs and 
perceptions of enjoyment in the interaction with a CA 
[45]. We therefore hypothesize: 

 
H1a: Social presence (SP) is perceived higher for 

extraverted than for introverted bots.  
 
Perceived humanness is another relevant factor in 

the context of HCI. When interacting with an 
intelligent technological artifact such as a CA, the 

Table 1. Language cues for extraversion and introversion 
Level Introvert Extravert 
Conversational 
Behavior 

Listen, less back-channel behavior Initiate conversation, more back-channel 
behavior 

Style Formal  Informal 
Syntax Many nouns, adjectives, elaborated 

constructions, many words per sentence, 
many articles and negations 

Many verbs, adverbs, pronouns 
(implicit), few words per sentence, few 
articles, few negations 

Topic selection Self-focused, problem talk, dissatis-
faction, single topic, few semantic errors 

Pleasure talk, agreement, compliment, 
many topics, many semantic errors 

Speech Slow speech rate, Many unfilled pauses, 
long response latency, quiet, low voice 
quality, low frequency variability 

High speech rate, few unfilled pauses, 
short response latency, loud, high voice 
quality, high frequency variability 

Lexicon Rich, high diversity, many exclusive and 
inclusive words, few social words, few 
positive emotion words, many negative 
emotion words 

Poor, low diversity, few exclusive and 
inclusive words, many social words, 
many positive emotion words, few 
negative emotion words 
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degree to which it is perceived as human has a positive 
impact on aspects like trust [51] and service encounter 
satisfaction [19]. Furthermore, a high degree of 
perceived humanness increases the degree of perceived 
competency in the CA [3], which in turn can improve 
the overall interaction. Perceived humanness is also 
related to the willingness to disclose personal 
information and the degree to which users feel more 
comfortable interacting with a CA [38]. Since people 
project a certain level of anthropomorphism upon the 
computer, they treat the computer system as if it were a 
human [37, 40, 52]. Specifically individuals who 
scored high in extraversion have been found to be more 
likely to anthropomorphize a bot [47, 49]. This leads us 
to the following hypothesis regarding perceived 
humanness:   
 

H1b: Perceived humanness (PH) is perceived 
higher for extraverted than for introverted bots.  
 
2.3. Law of Attraction  
 

Since personality may be one of the most important 
factors in HCI among others (specifically when 
designing social CAs), studies have tried to define 
social CAs in order to determine their effect in 
human-machine interactions. A rich history of research 
suggests that HCI largely parallel HHI [37, 39, 40, 46, 
48], which is why researchers have examined machine 
personality based on human personality characteristics 
[39, 46, 48]. The law of attraction (also called 
similarity-attraction theory) as one of the HHI theories 
that can be transferred to HCI, posits that humans 
prefer machines that have a similar personality to their 
own and are thus more comfortable interacting with 
them than with those CAs with an opposing personality 
[39, 41]. Users can better assess their counterparts 
when using similar personality traits, and information 
has usually been rated as better and more trustworthy 
[64]. 

As for the trait extraversion, Moon and Nass (1996) 
[36] found that dominant people prefer to interact with 
an equally dominant chatbot. The same applies to 
people with a submissive behavior [36]. Concerning 
verbal communication in HHI, it has been shown that 
speaker charisma for example strongly correlates with 
extraversion [33]. Relative to their introverted 
counterparts, extraverts tend to talk more, with fewer 
pauses and hesitations, have shorter silences, a higher 
verbal output and a less formal language, while 
introverts use a broader vocabulary [15, 18, 43, 50]. 
Research also showed that conversations between 
extraverts are more expansive and characterized by a 
wider range of topics whereas a conversation between 
two introverts are more serious and have a greater topic 

focus (i.e., discussing one topic in depth) [15]. 
Extraverts exert a more imprecise and “looser” style 
with reduced concreteness, whereas introverts exhibit a 
more analytic, careful, precise and focused style [18]. 
Extraverts also use more positive emotion words and 
show more agreements and compliments than 
introverts [43]. We therefore make the following two 
hypotheses: 

 
H2a: Extraverts assess their perceived 

communication satisfaction for the extraverted bot 
higher as for the introverted bot. 

 
H2b: Introverts assess their perceived 

communication satisfaction for the introverted bot 
higher as for the extraverted bot. 

 
Since not every individual falls into one of the two 

extremes, but rather somewhere in the middle of the 
personality spectrum, a third group called ambiverts 
has been identified by psychologists [56]. As a solid 
mix of both extraversion and introversion, ambiverts 
are balanced between the extremes [5]. As ambiverts 
express traits from both personality styles and 
sometimes neither is dominant [21, 56], ambiverts are 
often more flexible in their communication and 
interaction as they draw from a broader range of 
communication options [14]. For instance, they engage 
in a flexible pattern of talking and listening [5]. 
However, while ambiverts are able to adapt more 
easily to the demands of a specific situation, they 
sometimes have trouble determining which side of 
their personality to apply [56]. Based on these findings, 
we hypothesize as follows: 

 
H2c: Ambiverts do not assess communication 

satisfaction differently for extraverted or introverted 
bots. 
 
3. Method  
 

In order to address our research question and test 
our hypotheses, we conducted an online experiment. 
We chose an experimental study to maximize internal 
validity [30] and to be able to validate if any observed 
differences in communication satisfaction, perceived 
humanness and social presence, i.e. the dependent 
variables are caused by our manipulation, i.e. the 
personality of our CAs (independent variable) [8]. Our 
experiment follows a within-subject design, in which 
participants experience both conditions. The 
experiment took course over the span of two month 
and had on average a completion time of 20 - 25 
minutes. 
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3.1. Sample  
 

A relatively large sample size of participants was 
obtained to ensure more reliable results and greater 
significance. 478 native English speaker or people with 
English as their second language were recruited from 
the crowdsourcing platform Mechanical Turk (mTurk) 
as well as via personal networks. While the participants 
on mTurk were paid for the task, the people from our 
personal network were not compensated for their 
participation. Subjects of both sources did not differ 
regarding any relevant characteristics, such as their 
demographic data or personality traits. Of the 478 
participants, we eliminated the data of 113 test persons 
who cancelled the experiment in advance. Another 102 
subjects failed the attention checks built into the study 
or did not complete the personality test, leaving 263 
participants (177 males, 84 females, 2 other). The age 
of the subjects ranged from 17 to 74 years, with an 
average age of 32.9 years.  
 
3.2. Procedure 
 

In the first step of the experiment, the subjects were 
asked to conduct an online personality test based on 
Johnson's (2014) [28] 120-item IPIP NEO-PI-R. Their 
results were values between 0-120, with 0 being a low 
score and 120 a high score in a specific personality 
dimension. The unique identification numbers the 
participants received after finishing their personality 
tests were also used throughout the second part of the 
experiment in order to provide anonymity between the 
experimenters and the subjects. We chose a within-
subject design, where the participants were exposed to 
both levels of treatment one after the other [9], i.e. the 
subjects were randomly assigned to LimeSurvey (an 
online survey tool), where they either watched a video 
of a conversation between an extraverted Chatbot 
(ExtraBot) and a fictional human first and a 
conversation of the introverted Chatbot (IntroBot) 
second or vice versa. This way we ensured that 
individual differences were not distorting the results, 
since every subject acted as their own control. This 
reduced the chance of confounding factors. The order 
of the two conditions was hence distributed randomly, 
and the dependent variable was measured after each 
condition by means of a subsequent survey. Every 
participant was provided with the exact same sets of 
information for the experiment [11]. 

The videos lasted about 3 minutes, skipping was 
not allowed, and a control question was added at the 
end of the video. The participants’ task was to put 
themselves in the shoes of the human conversation 

partners and to closely observe the dialogues with 
Raffi the CA. Subsequently, the subjects completed a 
survey including the established measuring construct 
communication satisfaction (CS) by Hecht (1978) [24], 
in order to test H2a, H2b and H2c. Originally intended 
for HHI, we transferred this construct to a HCI context, 
since the inventory shows a high degree of reliability 
and validity when measuring communication 
satisfaction with “actual and recalled conversations 
with another perceived to be a friend, acquaintance, or 
stranger” [17, p. 253]. The construct consists of 19 
items, and as suggested in the study, we used a 7-point 
Likert scale. However, we adapted the phrasing of the 
items accordingly to our CA. For instance, we changed 
the wording of the original item “The other person 
expressed a lot of interest in what I had to say” to 
“Raffi expressed a lot of interest in what I had to say”. 

In order to check hypotheses H1a and H1b, the 
survey included the measures social presence (SP) and 
perceived humanness (PH). We used the perceived 
humanness measure (6 items) by Gill and Oberlander 
(2002) [17], which is measured on a 9-point Likert 
scale (1 = low, 9 = high) and social presence (5 items) 
by Gefen and Straub (2004) [17], which was measured 
on a 7-point Likert scale (1 = low, 7 = high). The 
survey further covered demographic questions (gender, 
age, language) and an open question (Do you think that 
the concept of a personality adaptive CA can enhance a 
person's interaction experience?). To check if our 
manipulation was successful and the participants 
perceived the ExtraBot as more extraverted as the 
IntroBot, we asked the participants to indicate the 
extent to which the attributes sociable, talkative, active, 
impulsive, outgoing, shy, reticent, passive, deliberate, 
reserved apply to the CAs [4]. While the first five 
items reflect high extraversion, the last five attributes 
stand for low extraversion [4]. The measure is 
summarized as the construct extraversion (EX).  
 
3.3. Conversational Agent Design 
 

We used the conversational design tool Botsociety 
[6] to visualize our CAs. The two pre-defined dialogue 
structures are communications between the CA Raffi 
and the humans Jamie and Francis, respectively. While 
Jamie and the ExtraBot are intended to take on an 
extraverted personality, Francis and the IntroBot are 
both of introverted nature. We achieved this by 
adapting their respective language style according to 
the personality dimensions, specifically by using the 
language cues for extraversion and introversion listed 
in Table 1. In order to find out whether the language 
styles used in the conversations truly reflected the 
dimensions extraversion and introversion, we used 
IBM Watson’s Personality Insights tool [26] for 
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verification purposes. Based on text that is being 
analyzed, the personality mining service returns 
different percentiles for the Big Five dimensions. 
Percentiles are defined as scores that compare one 
person to a broader population [26]. While the 
ExtraBot dialogue received a score of 83%, meaning 
that the ExtraBot is more extraverted than 83% of the 
people in the population, the IntroBot had a percentile 
of 36%, thus scoring low in extraversion (and high in 
introversion). With these results, we incorporated the 
two language styles into our CA design. The topics of 
the dialogues were everyday conversations, such as 
weekend plans, music, books and travel. However, 
compared to the ExtraBot, the IntroBot sticks mainly to 
two topics (travel and books) and has a rather rich 
vocabulary throughout the whole dialogue by using 
many words per sentence. The IntroBot also uses fewer 
emotional words and has fewer semantic errors (“At 
least it's Friday! How was your day?”) compared to the 
ExtraBot. The ExtraBot on the other hand talks about 
many topics in a short amount of time, uses a rather 
informal language (e.g. “what r u up to?”, “…cause 
TGIF!”), compliments and uses many positive emotion 
words (“Sounds amazing!” “Have fun at the party!”) 
and few words per sentence (“Nope. Locals as well.”, 
“Told ya!”).  

The videos of the complete conversations can be 
watched at the following links: 
https://youtu.be/B1N7XwcdCE0, 
https://youtu.be/d26eKdHBKeQ. Figure 1 shows a 
snippet of the two conversations between the ExtraBot 
and Jamie (left) and the IntroBot and Francis (right).  
 

 
 

Figure 1. Mockups of the ExtraBot (left) and 
IntroBot (right) Conversation 

 

3.4. Results 
 

We used confirmatory factor analysis to test our 
measures CS, PH, SP and EX (manipulation check). 
After dropping three items of CS and three items of EX 
(manipulation check), all items had significant positive 
factor loadings greater than .600. Furthermore, we 
calculated composite reliability (CR)  and Cronbach’s 
alpha, both indicating reliable factors (see Table 2) 
[60]. 

All analyses were carried out using the statistical 
computing software RStudio (Version 1.2.5033). Due 
to the use of ordinal scales [62], a non-normality 
assumption and a within-subject design (paired 
sample), we chose the nonparametric Wilcoxon signed-
rank test to test for significant differences (CI = .95). 
Table 2 provides the descriptive statistics, Cronbach’s 
alphas and the composite reliability of the measures. 

 
Table 2. Descriptive statistics, Cronbach’s alpha 
and composite reliability 
Measure MEB SDEB MIB SDIB α CR 
CS 5.25 0.98 5.08 0.94 .90 .89 
PH 7.22 1.35 7.08 1.48 .91 .91 
SP 5.50 1.05 5.30 1.19 .89 .89 
EX 4.68 0.86 4.11 0.89 .81 .73 
 

After the experiment, the participants indicated the 
extent to which the attributes concerning extraversion 
apply to the ExtraBot and IntroBot. The conducted 
Wilcoxon test revealed, that there is a significant 
difference (W = 46374, p < .001) in the rated attributes 
of extraversion between the ExtraBot and the IntroBot 
i.e. the ExtraBot was perceived as more extraverted 
than the IntroBot.  

Since our manipulation check was successful, we 
continued testing our hypotheses. Social presence was 
rated higher for the ExtraBot (M = 5.50) than for the 
IntroBot (M= 5.30), which is a significant difference 
(W = 37826, p = .048), supporting H1a. perceived 
humanness was rated slightly higher for the ExtraBot 
(M = 7.22) than for the IntroBot (M = 7.08). However, 
the difference is not significant (W = 36981, p = .169), 
which is why H1b cannot be supported.  

In order to test H2a, H2b and H2c, the population 
was divided into three different groups, representing 
participants with a low extraversion (introverts), 
medium extraversion (ambiverts) and high extraversion 
(extraverts). Clustering was performed by means of the 
R package Ckmeans.1d.dp, a procedure for optimal k-
means clustering in one dimension [61]. This resulted 
in three groups with n = 58 for introverts (Cluster 
center = 55.20, Min = 30, Max = 66), n = 114 for 
ambiverts (Cluster center = 77.81, Min = 67, 
Max = 85) and n = 91 for extraverts (Cluster 
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center = 93.20, Min = 86, Max = 111). Table 3 shows 
the descriptive statistic of each cluster, for 
communication satisfaction and the results of the 
Wilcoxon tests. 

 
Table 3. Communication satisfaction by clusters 

 Introverts Ambiverts Extraverts 
n 58 114 91 
Communication satisfaction 
MEB 5.40 5.03 5.42 
MIB 5.30 4.84 5.20 
Wilcoxon 
test 

W = 4380 
p = 0.501 

W = 7152 
p = 0.189 

W = 2036 
p = 0.113 

 
The results of the Wilcoxon tests show no 

significant difference in communication satisfaction 
between the ExtraBot and IntroBot within the clusters. 
Therefore, only H2c is supported, whereas we reject 
H2a and H2b. 
 
4. Discussion  
 

The mean values of the PH measure (PHEB = 7.22; 
PHIB = 7.08) are above the mean of the scale (4.50) for 
both the ExtraBot and the IntroBot. These substantially 
increased values demonstrate that the incorporation of 
language cues and the associated depiction of a 
personality has led to a human perception of the CAs, 
even though there is no significant difference between 
the two CAs. The SP scale also clearly shows an 
increased value for both CAs (SPEB = 5.50; SPIB = 5.30; 
Mean of the scale = 3.50). The Wilcoxon test 
furthermore reveals a significant difference between 
the ExtraBot and the IntroBot for SP. SP was rated 
higher for the ExtraBot than for the IntroBot, 
indicating that the ExtraBot’s ability to transmit social 
cues, its personality and sociability with the 
incorporation of language cues was better than the 
IntroBot. Concerning RQ1, both SP and PH were 
increased by personality differences manifested in 
language use. However, while an extraverted language 
style as opposing to an introverted language use led to 
a significantly higher SP, the same cannot be said for 
PH. The subjects did not perceive the ExtraBot as 
significantly more human than the introverted CA. 
Nevertheless, the results show that the use of 
personality-based language styles in HCI can achieve 
an increased SP as well as PH. These theories in turn 
are fundamental aspects for an enhanced interaction 
quality.    

Clustering the participants according to their level 
of extraversion, resulted in a large number of ambiverts 
(n = 114), followed by the second biggest group of 
extraverts (n = 91) and the smallest group consisting of 

introverts (n = 58). The results indicate that all three 
groups rated CS higher for the ExtraBot, even though 
no significant difference was found. So while 
hypotheses H1a and H1b cannot be supported, it still 
can be said that overall the participants rated CS higher 
for the ExtraBot (M = 5.25) than for the IntroBot 
(M = 5.08), which is a significant difference 
(W = 38057, p = .046).  To our surprise, introverts 
rated the CS of the ExtraBot similar high as the 
extraverts, thus not confirming the law of attraction. A 
possible explanation for this may be that the 
introverted participants were more drawn to an 
extraverted CA, because the ExtraBot’s SP was 
significantly higher than the IntroBot’s SP. And as 
studies have shown, the higher the degree of social 
presence, the more trust beliefs and perceptions of 
enjoyment in the interaction with a CA a user has. As 
assumed for the ambiverts, the results show that they 
rated CS in both CAs as the lowest. H2c thus can be 
supported, as they expressed no clear preference for 
any of the two bots.  

In order to find a clearer answer for RQ2, we took a 
closer look at the dataset, particularly the data of 
participants who scored either very high or very low in 
extraversion. The tendencies towards their bot 
preferences were mixed: We found extraverts, who 
clearly rated the CS for the ExtraBot as much higher as 
for the IntroBot (confirming the law of attraction), but 
then again there were also participants high in 
extraversion, who indicated that they perceived a 
higher CS for the IntroBot. The same could be 
observed vice versa for introverts. The rather high 
number of outliers, who preferred the CA with the 
opposing personality trait explain why there could not 
be found a significant effect on CS. We further believe, 
a direct interaction between the participants and the 
CAs - rather than letting the subjects evaluate the 
conversation of two fictional characters and assuming 
all participants were able to emphasize with Jamie and 
Francis - may have had a significant effect on CS. So 
the question, whether extraverts perceive higher CS 
when interacting with an extraverted CA cannot be 
answered with a definite yes.  

Though 3 out of 5 hypotheses were rejected - in 
regard to our research project towards designing 
personality-adaptive CAs, we take the following 
aspects from this experiment: First, incorporating 
personality that is manifested in a specific language 
style (in this case notably extraversion), increases a 
bot’s social presence. Second, using language cues that 
are specific for a certain personality dimension 
(whether high or low extraversion), lead to the CA 
being perceived more as a human. Third, as a high 
number of the population is believed to be ambiverted, 
rather than extremely introverted or extraverted [56] 
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(matching our datasat), further research has to be done 
on how to enhance ambiverts’ interaction quality. In 
fact, since ambiverts seem to have no specific 
preferences concerning their communication style and 
rather adapt according to a given situation, it is the 
more important that a CA itself should be able to 
switch and adapt to the preferred communication style 
of its user. Fourth, the results of our experiment clearly 
demonstrated that the law of attraction cannot always 
be confirmed. The number of participants who showed 
a preference for a CA with an opposing personality 
trait were too high to ignore and label them just as “a 
few outliers”. This again argues for the fact that CA 
personality should not be designed statically but 
dynamically, so that it easily adapts to user personality 
- regardless of whether the user is highly extraverted, 
introverted or has any other dominant Big Five 
personality trait. It can be concluded that a “one-size-
fits-all”- design for CAs does not necessarily enhance 
interaction quality, since each user has unique 
personality traits, abilities, perceptual preferences, 
experiences, etc., that directly affect every interaction 
process. Thus, communicating with machines should 
be personalized.  
 
5. Conclusion 
 
As an initial step towards our research goal of 
designing personality-adaptive CAs, we investigated 
existing theories, such as social presence, perceived 
humanness and the law of attraction in connection with 
the personality trait extraversion. Our experiment 
demonstrated that incorporating personality into a bot, 
makes the CA being perceived as more human. As 
opposing to the introverted bot, the extraverted CA in 
particular was better received in terms of social 
presence. Though communication satisfaction of the 
extraverted CA was slightly rated higher, no significant 
effects could be found in regard to the law of 
attraction. Interesting findings about ambiverts could 
be made, however more research is required. Our 
findings contribute to CA design and provide insights 
for researchers who want to follow up with research on 
personality in CAs. 
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