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Abstract 

 
In response to changing fiscal needs and opportunities, 

higher education institutions have adopted new ways 

to use financial information for improved decision 

making.  Drawing upon resource based theory we 

examine the connection between university level data 

analytic capabilities and organizational performance. 

We posit this relationship to exist through a serially 

mediated path of data-driven culture and data quality. 

The study provides empirical evidence that 

establishing a data-driven culture contributes to data 

quality which together result in increased 

organizational performance.  The serial mediation 

pathway creates a positive effect between data analytic 

capabilities on organizational performance. This is 

critical information relative to both resource based 

theories and practical implications for higher 

education relative to beginning the investment cycle at 

the organizational culture level related to use of data. 

  

1. Introduction 

  
Higher education has an ever growing and 

significant impact on society.  In addition to cultivating 

future leaders and promoting societal advances such as 

tolerance, evidence-based politics, civic discourse 

enabled through academic research and teaching, 

higher education possesses a significant economic 

footprint.  In the United States, higher education 

impacts both local and national economies with 

revenues and expenses eclipsing $500 billion per year 

[1].   

At the same time, economic pressures are 

heightened more than ever in higher education 

institutions as their funding sources have significantly 

tightened. More than 50% of the states in the U.S. have 

adopted some format of performance-based funding 

where financial support is tied in some type of student 

success outcome [2]. Public institutions also compete 

for reduced state appropriations due to increasingly 

constrained state budgets and lack of political support 

to garner greater economic resources.  At the same time 

for private institutions, ‘net’ tuition has been shrinking 

as discount rates have soared over the last decade. 

According to a national survey, the discount rate for 

first-time, full-time college freshman at private 

institutions has increased from 39% to 52.2% [3] 

meaning that internal institutional aid covers now 52 

cents for every dollar of tuition for private institutions.  

For both public and private institutions, the disruptive 

and dynamic shift in funding sources has pushed 

universities in an unchartered territory.  Sustaining 

current levels of revenue will increasingly challenge 

universities in the future as demographic trends show 

that the number of high school graduates will start 

decline through the 2030 academic year [4].   

Health and welfare concerns, funding constraints, 

declining enrollments and unfavorable demographic 

trends will serve as a call to action to ensure that 

schools adapt to the “new” normal.  Institutions that 

have historically made incremental changes to their 

fiscal policies will require a paradigm shift in how they 

organize and manage the universities.  These 

organizations need to adopt new sets of metrics for 

evaluation and must respond swiftly and flexibly. In 

this new environment, data quality and extensive use 

of data analytics has been viewed as one ‘silver bullet’ 

whereby schools can become more efficient and learn 

to better manage budgets and resource allocation.   

Through data analytics, institutions are expected 

to able to recognize trends, ask more salient “what-if” 

questions, discern novel correlations, apply predictive 

models, and use financial models to support new 

initiatives and programs [5].  However, higher 

education has historically struggled with strategic 

information technology (IT) alignment.  Overall, there 

is little prior research on effects of data analytics on 

higher education performance that combine both 

financial and non-financial measures [5].   

In the past, IS research has leaned strongly on 

Resource Based Theory (RBT) to explain the benefits 

of deploying IT based competencies to generate value 

for the organization [6-8].  In this study, we examine 

the conjecture that resources which enable higher 

education institutions to improve their performance 

include data analytics related resources beyond such 

investments in data.  We posit that these resources are 

valuable, imperfectly imitable, non-substitutable and 

occasionally rare and cover the quality of data, 

organizational culture, and forms of deploying 

analytics capabilities. Therefore, our research question 
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is:, To what extent does analytics capabilities drive 

organizational performance in higher education? 

 

1. Literature Review 
  

Higher education institutions have for some time 

recognized the need for improved financial 

effectiveness.  Due to multiple fiscal pressures, the 

current economic climate places a premium on making 

effective decision making and increased financial 

transparency. The National Association of Collegiate 

and University Business Officers (NACUBO), stresses 

that high performing colleges and universities are 

increasingly governed by sophisticated business 

administrators who equip the organizations with 

improved financial planning capabilities and 

actionable information [9]. Despite the fact that 

institutions have recognized the need to use data 

analytics extensively, little progress has been made 

towards this goal [10] while they have implemented 

ERP systems to leverage activity efficiencies and 

eliminate data redundancies.  Currently, these systems 

are not being used to the greatest possible extent for 

organizational benefit given their improved data 

quality and widened scope of utilization [5, 10].   

Data analytics is a resource (ultimately resources), 

that are valuable, rare or unique, inimitable, and 

organizationally embedded (VRIO) [11]. This is 

especially true in higher education where attracting and 

retaining degree earning students is the lifeblood for 

any institution of higher learning.  A joint statement of 

national associations that support institutional 

research, information technology, and business officers 

highlights that “data are an institutional strategic asset 

and should be used as such”, suggesting this is a 

valuable resource that is rare [12].  The joint statement 

goes on to suggest strategies of making an institutional 

commitment and that analytics is a ‘team sport’, 

confirming from earlier reports that this is both 

inimitable and organizationally embedded. The 

primary premise of RBT theory is that the possession 

of certain value generating resources shapes the 

effectiveness and use of the organization’s resources.  

Thus, RBT provides a lens to understand the effects of 

the use of data analytics and related resources in 

conjunction with other organizational resources [13].  

In this perspective, RBT concepts connect IT value to 

encompass multiple value creating aspects.  Over time, 

firms also develop IT based VRIO capabilities through 

a series of linked strategic decisions focused on 

information technology investments that integrate IT 

into organizational processes and knowledge [14].   

IT based resources are “valuable” as the changing 

environment places a premium on information, which 

also drives organizational efficiency.  In the wake of 

unfavorable demographic and fiscal constraints which 

many institutions of higher learning now face, the chief 

business officer of a large statewide systems describes 

how placing premium on “(data) analysis could help 

figure out how we can get more efficiency out of the 

operation” [15].  Resources are “rare or unique” as 

demonstrated by the limitations to which processing 

capabilities are constrained by a human capital 

problem.  As one CIO in the university described, “I 

am looking for a needle in the haystack because there 

is not many people who can bridge those two 

(accounting and technology) worlds” [15]. Higher 

education is also limited vis-a-via human capital as 

those working in roles as report writers and analysts 

tend to be home-grown [15]. Resources are costly to 

“imitate” as there is no one size fits all solution but 

rather universities need different types of process 

improvement for their data analytics [16]. Therefore, 

the factors of valuable and rare or unique are necessary, 

but not sufficient unless there is a component of 

inimitability.  

This is a challenge in the wake of the big data era 

as managers seemingly need to separate relevant from 

irrelevant information for their decision making [17]. 

Organizations must rely on their agility which defines 

an organization’s ability to adopt or adapt business 

processes to achieve speed, accuracy, and cost 

economy [14].  Resources are also “organizationally 

embedded” insofar that culture and learning capacity 

become deeply embedded in the organization, which 

has also been confirmed in the higher education [15].  

The need for the higher education sector to quickly 

adapt to the changing environment highlights the 

important role of utilizing related institutional 

capabilities in the form of digital options and agility 

[14].  In this regard data analytics conforms 

conceptually to RBT ideas as its VRIO principles of 

resource deployment are applicable.   

The promise of data analytics is compounded by 

the increased volume, variety, and velocity of data. In 

this regard the two technical limitations of big data 

analytics are storage and processing capacity.  Not only 

does business analytics positively enhance information 

process capability, but also having a simultaneous 

data-driven environment forms an antecedent of using 

business analytics effectively [18].  Grover et al [19] 

suggest that pairing structured and unstructured data 

together can yield insights, which have never been 

considered before.  Since there are differences across 

industries regarding the use of business analytics 

applications [18], exploring the possibilities of data 

analytics is important for higher education.  

The foundation behind RBT is that efficiency 

differences explain why organizations vary and that 

distribution of resources and capabilities is a key 
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differentiator among competing organizations [20].  

RBT posits that organizations are able to build 

sustainable competitive advantage which yields  

superior returns by assembling both physical and non-

physical assets as resources with the capabilities and 

processes to add value [8]. Others argued that 

capabilities are not a resource because capabilities are 

not observable and therefore intangible, capabilities 

cannot be valued, but rather are dependent on wherever 

the capability is housed within the organization [21]. 

Gupta & George [11] use the tenets of RBT to 

demonstrate how big data analytics are composed of 

tangible, intangible, and human capabilities.  Other 

researchers have leveraged RBT to examine how firm 

performance is a product of IS resources and 

capabilities [22].  Bhatt & Grover [23] present a model 

for IT capabilities based on the premise of uniqueness 

that can help build competitive advantage. RBT 

focuses on efficiency-based differences to provide 

value and the primary mechanism for an organization 

is to maximize resources.  At the same time RBT offers 

a lens through which one can consider the role of 

information systems to create a sustainable competitive 

advantage [8].   

IS studies show that resource utilization is relevant 

to identify the true value of analytics capabilities [11, 

19, 22]. RBT has been used to explain how data culture 

forms an antecedent to knowledge management. This 

suggests that as a resource, culture may be either a 

catalyst or a hindrance [24]. 

Therefore, the Research Model in Figure 1 

includes data quality, data-driven culture and 

organizational performance as endogenous variables.  

Kwon et [25] al suggest that greater efficiency of 

managing data quality can lead to other improved firm 

capabilities as data quality is an organizationally 

embedded resource.  Thus, it seems logical to expect 

the transfer of effects from analytic capabilities to 

organizational performance would at least in part be 

impacted by data quality.  Furthermore, Grover et al 

(2018) suggest that data-driven culture can provide 

predictions about where a company is going, which 

would also indicate that data-driven culture would 

impact the effects of analytic capabilities on 

organizational performance.   

Organizational performance generally is measured 

by assessments of effectiveness, efficiency, 

productivity, quality or even innovation [26].  In this 

study, we adapt these ideas toward how well 

institutions of higher learning recruit, retain and 

ultimately graduate students.  In order to summarize 

these important institutional performance outcome 

measures, we define organizational performance as 

being equal to net revenue per student.  Past research 

suggests that criterion for the dependent variable, 

organizational performance in this study, in a resource 

based framework will need to convey performance 

assessments, competitive assessments, and conduct 

such assessments over time [8].  Internal and external 

assessments of the institutions of higher education 

must be performed more frequently using data 

analytics tools in order to better understand if data 

capabilities help to change the culture, data quality, and 

overall performance.  Organizational performance in 

the higher education sector fit this definition and 

paradigm of more frequent assessment on investment, 

quality and culture.  Furthermore, the organizational 

level as the unit of analysis would also be appropriate 

for the use of RBT. Thus, in this case we look at data 

from an aggregated organizational level to try to better 

understand the impact of analytic capabilities on 

organizational performance as mediated by data-driven 

culture and data quality.  These are important factors to 

understand in the contemporary business modeling for 

institutions of higher education. 

 

Figure 1:  Research Model 

Hypotheses Development.  The literature review sets 

the theoretical framework for the Research Model 

presented in Figure 1 above and below the causal logic 

for the hypotheses tested in this model is provided and 

supported by additional literature streams emanating 

from information systems in higher education. 

Direct Effects. The dependent variable, organizational 

performance of higher education institutions, is posited 

as the key performance indicator for this study and is 

defined as the net revenue per student for each 

university that has data included herein. In the research 

model, this construct provides a measure of 

organizational performance of the university while 

recognizing for the fact that public and private schools 

have different components of revenues and expenses.     

Analytics capabilities relates to the investments, 

projects, and activities of enterprise IT departments 

[27].  Analytics investments have been examined by IT 

spending (amount), IT Strategy (type of investment) 

and IT strategy/capability (asset management) [28].  

Analytics capabilities are a resource and as such, it 

creates capabilities and value for the organization and 

the use of analytics requires investment in people and 

technology. Conceptually we define data analytics 

capabilities as the use of data, statistical analysis, and 
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explanatory and predictive models to gain insights and 

act on complex issues.   

Several studies show a direct link between analytic 

capabilities and a performance outcome measure [11, 

22, 23, 29, 30].  Likewise, this study considers the 

effects of analytics capabilities in higher education, 

another underrepresented sector in analytics research. 

Analytics capabilities creates value, thus we expect to 

find a direct relationship between analytics capabilities 

and organizational performance.  

Hypothesis 1. Analytics Capabilities is positively 

associated with Organizational Performance. 

Mediating Effects. Data quality refers to the 

consistency and comprehensiveness of the data and 

arises from its sources, which may be internal or 

external to the organization.   Data quality is the output 

of these various financial and non-financial inputs that 

are aggregated together for access and analysis.  For 

this study, data quality will be defined as accurate, 

timely, complete, and consistent data [31].  The amount 

of resources, such as analytics capabilities and data-

driven culture, influence data quality. Thus data quality 

is both valuable and can be costly to imitate.  The 

effectiveness of the data quality is contingent on how 

the data is employed, which makes data quality rare.   

Firms gain competitive advantage through their 

internal and external strategies. Prior RBT research 

suggests that the evolution to data analytics depends on 

the quality of data within the organization [25]. To sum 

up, data quality is valuable, non-imitable, rare, and 

organizationally embedded and can be leveraged as a 

resource to improve analytics capabilities outcomes.  

However analytics capabilities remain imperfectly 

mobile insofar that it is difficult to acquire in resource 

markets or to develop internally [23].  Using RBT, we 

expect that data quality forms a critical element 

contributing to the transfer of effects from analytics 

capabilities on organizational performance.  Therefore, 

we hypothesize: 

Hypothesis 2. Data Quality mediates the positive 

relationship between Analytics Capabilities and 

Organizational Performance. 

In the context of this study, data-driven culture is 

defined as patterns of behaviors and practices by 

organizational members who share beliefs that having, 

understanding, and using certain kinds of data and 

information plays a critical role in the success of their 

organization especially related to decision making 

practices that impact organizational performance [32]. 

Therefore, data-driven culture is valuable as well as a 

non-imitable resource. 

Prior research has suggested that matching the 

culture inherent to the organization and the 

assumptions embedded into the information systems is 

a critical success factor [33, 34], which could be 

problematic for what some have depicted as a laggard 

sector with the adoption of analytics [5, 10].   Elbashir 

et al [35] show that the relationship between top 

management support is “crucial” to determine the 

sufficiency of resources such as time, finance, 

information, and human resources. Prior research on 

analytics using an RBT lens finds data-driven culture 

to be a strong moderator to create value for innovative 

companies [19].  It may be data-driven culture that is 

the missing element of design, innovation, and 

creativity within a domain such as higher education 

were tradition and culture are deeply embedded in the 

ability, or inability, to organize time and space.  This 

element of culture has not only served as a predictor of 

organizational performance, but is also postulated as a 

potential mediator of the transfer or effects on 

organizational performance.  Thus, we hypothesize: 

Hypothesis 3:  Data-Driven Culture mediates the 

positive relationship between Analytics Capabilities 

and the Organizational Performance. 

While is plausible the data-driven culture and data 

quality may exist independent of one another, it 

remains unclear as to whether data-driven culture and 

data quality mediate separately yet in tandem or 

whether the sequence of the factors matters in a serial 

mediation model.  Using the RBT lens to consider data-

driven culture as well as data quality, the sequence of 

constructs would enhance the value of viewing them 

through the VRIO framework.  Therefore, through this 

lens we speculate about the plausibility that the 

constructs of data-driven culture and data quality form 

a causal chain (i.e., Analytics CapabilitiesData-

Driven-CultureData Quality Organizational 

Performance, in a model referred to as serial mediation 

[36].  Serial mediation is important to explore because 

the differential impact on organizational performance 

seems to matter when thinking about when and how to 

begin analytics capabilities initiatives [37]. We 

postulate that the establishment of culture in an 

organization towards the collection and utilization of 

data for decision making precedes the quality of the 

data, which in turn collectively impacts organizational 

performance.  Therefore, we posit the following: 

Hypothesis 4:  The relationship between Analytics 

Capabilities and Organizational Performance is 

serially mediated by data-driven culture and data 

quality. 

Controls. Retaining students and successful 

matriculation of students are core mission values for 

higher education.  Two widely accepted throughput 

metrics include graduation rate [38] and the student 

retention rate [39].  These two control factors are 

standardized through required reporting to the 
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Integrative Postsecondary Education Data System 

known as IPEDS.  An additional control variable for 

the size of the institution is included in the model.  The 

size of the institution must be considered as capabilities 

differ greatly by sheer volume of activity with an 

organization. 

While both public and private institutions face 

financial stress, public institutions have seen operating 

revenue increasing in line with expenditures, whereas 

private institutions face significant gaps as increases in 

revenue are not keeping pace with rising costs [1].  

From the 2009-10 academic year to the 2014-15 

academic year revenues increased 22% for public 

institutions, while expenditures grew by 19%.  

However, their private institution counterparts saw 

only 6% increase in revenue, but expenditures 

ballooned by 24% during that same timeframe [1].  

This amplifies the importance of data quality in private 

institutions facing unsustainable trends in net operating 

revenues.  Disproportionate increases of expenditures 

over revenues in private schools would warrant 

exploration of group differences between private and 

public institutions.  Therefore, the research design 

controls for private versus publically funded 

institutions. 

 

2. Research Method 

 
Design and Measures.  Co-variance based structural 

equation modeling (SEM) utilizing SPSS and AMOS 

(v26) was employed to test the hypotheses. To test the 

serial mediation hypotheses, the direct, indirect, and 

total effects of data-driven culture and data quality on 

organizational performance were estimated.  

Integrating two models of mediation through data-

driven culture and data quality yields a three-path 

meditation model [36]. To consider the significance of 

the indirect path, regression analysis with a 

bootstrapping technique is used [36].  The advantage 

of this approach allows for isolation of each mediator’s 

indirect effect as well as the indirect effects in a 

sequential pathway from the independent variable to 

the dependent variable in a series [36]. 

Due to the fact that institutions of higher education 

accept student loans and other sources of federal 

funding, financial and non-financial data is publically 

available for both public and private institutions.  

Under U.S. federal law, any school, which received 

Title IV funding (e.g., student loans), is required to 

report key information including financial and 

enrollment information.   

                                                           
1 Core Revenues and Core Expenses as defined by IPEDS include 

GASB standard 34 for public institutions and FASB standards for 

private institutions. 

The study measures of Analytics Capabilities, 

Data Quality, and Data-Driven Culture originate from 

survey data collected by a nonprofit organization 

focused on the role of technology in higher education.  

This survey data is combined with publically available 

data from the Integrative Postsecondary Education 

Data System (IPEDS) data.   

We utilized IPEDS data the computation of the net 

revenue per student, a proxy for Organizational 

Performance.  The difference between core operating 

revenue and core operating expense1 is be divided by 

the student full-time equivalent2 to compute net 

revenue per student.  Absent of direct profit metrics in 

the higher education, net revenue per student will serve 

as a reasonable proxy for organizational performance. 

The National Center for Education Statistics 

recognizes that changes over time in accounting 

definitions have made it difficult to compare private 

and public institutions [40].  Growing interest in higher 

education finances, including different ways that 

institutions can do more to promote cost effectiveness, 

has led to improved reporting for revenue and 

expenditures [1].   

Net revenue per student was derived using IPEDS 

data.  This metric is relevant because non-profit 

colleges and universities have begun to act more like 

organizations in the for-profit sector [41].  IPEDS data 

would ensure uniformity, including operating revenue 

and expenses as well as enrollment.   

Despite being key performance indicators on 

various education statistical websites, the higher 

education academic literature remains silent on net 

revenue per student measures at the organizational 

level.  The current literature has sought to inform 

policy and suggest specific student level outcomes [42] 

rather than considering financial performance 

measures. For the context of this study, the net revenue 

per student is the difference between core operating 

revenue and core operating expense divided by the 

student full-time equivalent.  Thus, the calculation for 

net revenue per student is calculated per the following 

formula: 

 

Net Revenue  =  (Core Revenue1 less Core Expense1)   

Per Student           Full Time Equivalent2  

 

Data Collection and Sample.  The research framework 

included the Data Maturity Index from Educause.  

Over 1,900 colleges and universities, 350 corporations, 

and numerous state and federal agencies are members 

of Educause.  The study sample consists of 466 public 

2 Full-time Equivalents (FTE) as defined by IPEDS is a single 

value providing a meaningful combination of full-time and part-

time students.   
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and private institutions which completed the 2014 

survey.  The final data set contained twelve items 

including categorical moderating and control variables. 

Analytics capabilities, data-driven culture, and data 

quality reflect the 2014 fiscal year, whereas the 

dependent variables and its control variables are from 

the 2015 fiscal year.   Individuals who completed the 

surveys are most knowledgeable about the overall state 

of analytics at their respective institutions, such as the 

CIO, director of institutional research, or the officer 

responsible for institutional performance management. 

Pairing of Educause survey respondents and 

IPEDS data allowed for further analysis.  Computation 

of net revenue per student utilizes IPEDS data.  IPEDS 

data would homogenize the data that schools report as 

core revenues, core expenses, and enrollment.  The 

population includes plus or minus two standard 

deviations from the organizational performance 

construct as defined above.  There were eight 

institutions excluded from the sample population 

because the net revenue per student was greater than 

plus or minus two standard deviations, leaving the final 

sample size of 466 institutions. 

Data Analyses. Screening of this data occurred to 

investigate univariate assumption that includes 

homoscedasticity, skewness, and kurtosis.  Following 

data screening, we conducted both Exploratory Factor 

Analysis (EFA) and Confirmatory Factor Analysis 

(CFA) to ensure the adequacy, reliability, and validity 

of the data, prior to the utilization of SEM for 

hypotheses testing.   

Univariate Assumptions.    During data screening, we 

examined data for skewness and kurtosis.  All variables 

exhibited some modest homoscedasticity, but fell 

within acceptable ranges [43].  Data was sufficiently 

large to reduce the minimal effects of skewness and 

kurtosis when using Likert scales.   

Measurement Model. In order to validate the survey 

data collected from a secondary source, we conducted 

an Exploratory Factor Analysis (EFA) to determine if 

our factors loaded adequately in this model. The 

extraction method used was Maximum Likelihood 

with Promax rotation.  Factors were eliminated one by 

one as the EFA output was continuously re-assessed 

using a threshold for commonalities of 0.40 as per 

MacCallum et al [44].  Once the commonalities were 

acceptable, the freely estimated model loaded to three 

factors (analytics capabilities, data quality, data-driven 

culture), which are listed in Table 1 including each 

reliability measure.  The Bartlett’s Test of Sphericity is 

significant and the Kaiser-Meyer-Olkin (KMO) is 

adequate at 0.862.  The three factor EFA (analytics 

capabilities, data quality, and data driven culture) 

explained 55.9% of the variance, with non-redundant 

residuals of less than 4.0%.  The EFA was done for 

reflective constructs only, so the measurement of 

organizational performance as measured by net 

revenue per student was not subject to the EFA because 

this is not a reflective measure.   

As evidence of convergent validity, all the 

loadings in the pattern matrix are greater than 0.50.  As 

evidence of discriminate validity, the questions 

comprising the constructs have no cross-loadings in the 

final pattern matrix.  As evidenced by the Cronbach 

Alpha > 0.70, there is strong reliability for the factors.   

The final pattern matrix from the EFA was used to 

produce a Confirmatory Factor Analysis (CFA) using 

AMOS.  Examination of modification indices revealed 

several strong relationships between error terms in the 

model.  As such, we removed one item from data-

driven culture to improve the model fit. The CFA 

evaluated a 12-item factor solution. Final model fit 

statistics were adequate: Cmin/df=2.209, GFI=0.966, 

CFI =0.976, RMSEA =0.051 and PClose =0.438.  The 

SRMR was 0.0335. With adequate fit established and 

satisfactory factor loadings we next evaluated model 

validity and reliability. 

Determining the Average Variance Extracted 

(AVE) of each factor assesses convergent validity in 

the CFA.  The squared correlations between factors are 

greater than 0.50 [45]; therefore, all are deemed 

acceptable, suggesting adequate convergent validity.  

The data also suggest discriminant validity for each of 

the factors because the square root of average is greater 

than any inter-factor correlation and the maximum 

shared variance (MSV) values were not greater than the 

AVE values.  Composite reliability values are 

sufficient.   

 

Table 1:  Correlation Matrix and Validity 

 
 

To test and potentially correct in part for method 

bias, we included an unmeasured latent factor in the 

CFA.  Adequate model fit with the inclusion of a 

common latent factor was: Cmin/df=1.631; 

GFI=0.981, CFI =0.991; TLI=0.977; PClose=0.878, 

RMSEA = 0.037.  The fit was deemed adequate to 

proceed with testing [46-49].  Thus, a Chi-square 

difference test was employed to examine whether the 

non-congeneric model or the null fit the data [50].  An 

unconstrained model with all loadings from the 

unmeasured latent factor allowed to freely estimate 

was compared to models where the latent factors were 

first constrained to be equal to one another, and then 

constrained to be equal to zero [50, 51]. The Chi-square 

difference was 41.64, and degrees of freedom 

 Mean Std Dev CR AVE MSV

Analytics 

Capabilites Data Culture Data Quality

Analytics Capabilities 3.310 0.185 0.822 0.538 0.345 0.733

Data Driven Culture 2.570 0.167 0.838 0.634 0.345 0.587 0.796

Data Quality 2.470 0.039 0.801 0.502 0.250 0.500 0.499 0.709
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difference was 11, with a p<0.001. Therefore we 

rejected the null hypothesis and concluded that 

partially shared variance comes from method bias.  The 

unmeasured latent factor was included in the CFA as 

well as the structural analysis to account for common 

method bias. 

A curve estimation shows that all the relationships 

in the model are linear.  The variable inflation factor 

(VIF) values were all less than 3.0, indicating that the 

variables are distinct and multi-collinearity was 

negligible [52].  Two responses exhibited an abnormal 

Cook’s distance, therefore these two outliers omitted. 

We used AMOS to test the final structural model, 

which included the unmeasured latent factor where 

imputed values were included in the structural model.  

The mediated model with controls was run by using 

2,000 bootstrapping resamples using 95% two-tail 

confidence intervals [36].  Model fit for structural 

model was adequate: Cmin/df = 1.376, GFI=0.995, 

CFI=0.998, TLI=0.958, PClose=0.754.  The SRMR is 

0.0754 [51,53,54]. 

 

3. Results 

 
As shown in Figure 2, percent variance explained 

for the endogenous variables reveal R2 values for data 

quality was 0.40, for data-driven culture 0.45 and for 

organizational performance 0.11.  

 

Figure 2:  SEM Model with Loadings 

  
 

Direct Effects.  Hypothesis 1 considered the direct 

effects on analytics capabilities on organizational 

performance.  The direct effect was not significant 

(β=0.101, p=.106 NS).  Therefore, H1 is Not 

Supported.  There was no direct relationship between 

analytics capabilities and organizational performance.   

Mediation Effects.  Data quality fully mediates the 

relationship between analytics capabilities to 

organizational performance (H2) as evidenced by the 

significance of the indirect path (β= -.181; p<0.001).  

Thus, H2 is supported.  The path from data-driven 

culture to organizational performance (H3) is not 

significant (β=0.011; p<0.865 NS).  Thus, H3 is not 

supported.   

H4 predicts that data-driven culture and data 

quality serially mediate the relationship between 

analytics capabilities and organizational performance.  

Serial meditation shows a causal chain between the 

mediators with a specified direction leading up to the 

dependent variable [36].  We found there to be a 

sequential pathway in the mediation chain in that a 

data-driven culture precedes data quality toward 

improving organizational performance.  This is 

evidenced by the indirect effect of data-driven culture 

examined here being significant (β=0.347; p<0.001).  

Thus, H4 is a supported indicating that analytics 

capabilities requires a data-driven culture or data 

quality, and moreover in that order, to impact 

organizational performance.   

Control Variables.  The core purpose of higher 

education is to graduate students.  However, the rate at 

which students graduate controls for organizational 

performance was not significant (β= -0.078, p=0.338). 

Institutions devote resources to increase retention.  

Since resources cost money, the expectation is that 

retention would be an expenditure that would be 

negatively associated with organizational performance.  

However, this control variable has no significant effect 

(β=0.046, p=0.598 NS), whereas size does have an 

effect on organizational performance.  However, this 

was a negative effect (β= -0.274, p<0.001).  This 

interesting negative effect with the control of 

institutional size led us to conduct ad hoc multi-group 

moderation analyses to understand this mechanism of 

action more fully. 

 

4. Discussion 

 

We set out to better understand the impact of 

analytics capabilities on organizational performance in 

higher education.  Also, to determine the extent that a 

data-driven culture and data quality had relative to 

analytics capabilities on organizational performance 

for higher education.  We found that analytics 

capabilities did not predict organizational performance 

in of itself, however, we did find that data-driven 

culture and data quality both significantly mediated the 

effects of analytics capabilities on organizational 

performance.  Most importantly though we found that 

there is a serial mediation pathway indicating the need 

to establish a data-driven culture first in order for 

analytics capabilities and data quality to more fully 

realize the impact on organizational performance. 

This has large implications theoretically and 

practically when there is increased pressure for 

external funding for both private and public schools, 

and stakeholder expectations are on the rise.  Due to 
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increased pressure of the expectations, nonprofit 

organizations are competing with each other for limited 

funds, nonprofit organizations face increased pressure 

to be more accountable [41].  In higher education, the 

external environment is changing the need for further 

decreased expenditures.  The sector faces unfavorable 

demographic trends before the uncertainty about future 

enrollments and budget shortfalls as the aftermath of 

the global pandemic of 2020.  The extent to which the 

impact of social distancing changing the college 

experience and the effect on student success remains 

an enigma.  Therefore, a critical aspect of the new 

digital economy is the ability of organizations to 

realize economic value from a collection of knowledge 

assets including information and collaboration with 

other external sources for data to use in decision 

making [53]. 

The current study suggests data quality mediates 

the effect of analytics capabilities and organizational 

performance.  Analytics capabilities alone will not 

yield the desired results, as there is no direct effect.  In 

order to realize the potential benefits of analytics 

capabilities, organizations need to focus on improving 

data quality.  One key finding was the negative 

relationship between data quality and organizational 

performance suggests that perhaps there is a belief that 

the quality of data is perceived to be a constraint by 

those who rely on data to drive decisions.  The overall 

negative response for survey respondents (mean is 2.47 

on a 5 point Likert scale) suggests that perhaps there is 

a belief that the quality of data is perceived to be a 

constraint by those who rely on data to drive decisions.  

Higher education is data rich, but information poor.  In 

order to overcome this limitation, focusing on a data-

driven culture is the critical success factor.  

Furthermore, the relationship of analytics capabilities 

on data quality will yield positive benefits that can be 

leveraged further through a strong data-driven culture 

within organizations. In other words, data quality is 

implicit of data-driven culture insofar that these two 

must co-exist in order to optimize the overall effect 

with the data-driven culture being established first to 

maximize the effects of data quality.  This suggests 

institutions can leverage efficiency of resources and 

mobilize activity around data quality to achieve better 

outcomes.   

To further assess the strength of the multiple 

mediation model, a post-hoc analysis considered the 

strength data quality with (R2 = .40) and without (R2 = 

.034) data-driven culture.  Since the questions that 

comprise data quality are based on human perception, 

it makes sense that data-driven culture would 

strengthen the effect on data quality.  Note: data-driven 

culture is an antecedent to data quality because it has 

no direct effect on organizational performance, 

whereas data quality does have a direct effect on the 

dependent variable. 

Data quality alone does have an effect on the 

dependent variable, but it can be enhanced through an 

organizational culture that believes analytics will 

provide better decision making capabilities.  Peter 

Drucker famously coined the phrase culture eats 

strategy for breakfast [54] and this analogy holds true 

in academia whereby a data-driven culture is proven to 

be an antecedent to both data quality and organizational 

performance.  The influence of data-driven culture to 

enhance the effect of data quality on organizational 

performance has similar effects for both private and 

public schools.  This indicates its importance across the 

board in the higher education space. 

The study contributes much evidence toward the 

answer to research question.  First, this study 

introduces organizational performance measured by 

the net revenue per student as a new construct to the 

academic literature.  This study uses net revenue per 

student as a proxy for an aspect that explains a degree 

of organizational performance.  The strength of this as 

a dependent variable is the standardization of operating 

revenues less operating expenses, for both public 

schools adhering to Governmental Accounting 

Standards Board (GASB) and private schools 

following guidance from the Financial Accounting 

Standards Board (FASB) while controlling for school 

size as efficiency metric, measured on a per student a 

basis.  Second, this study contributes to the analytics 

literature by considering the serial mediation effect of 

data-driven culture and data quality.  Few studies have 

tested sequential mediation effects relative to analytics 

capabilities on performance, therefore this approach is 

a strength of the paper [55, 56].  Maximizing data 

quality will necessitate maximization of various 

resources (e.g., analytics capabilities) to produce 

outcomes that otherwise do not exist.  Third, this study 

extends the literature by considering the effect of an 

institutional construct in data-driven culture insofar 

that this would be related to the norms that bound the 

organization to IT change [57].  Fourth, data suggests 

that despite different funding mechanisms, data quality 

and data-driven culture are equally important for both 

public and private institutions. 

This study looks at an important contemporaneous 

problem of how resource utilization can influence the 

organization from a fiscal perspective.  This important 

problem facing higher education as well as many other 

business sectors. 

 

5. Implications and Future Research 
 

Although the study is theoretically grounded, there 

are some limitations.  The sample population exists of 
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a subset of institutions of higher education and is 

limited to those members of Educause who participated 

in data collection surveys.  Another limitation is the 

varying degree of the level of IT adoption and the 

degree of customization by institution.  Customization 

may be both an obstacle and an opportunity.  With any 

study, there are limitations, but there are also important 

implications, which emerge from this research. 

Insight on mechanisms to improve data quality 

and efficiencies may lead to a more sustainable future 

in higher education.  Maximization of these resources 

will help institutions build sustainable competitive 

advantage and RBT will help explain differences 

between institutions.  Organizational performance as 

measured by net revenue per student would be a 

“standardized” proxy for efficiency as this metric is 

directly related to the use of core revenues and core 

expenses as defined by the education sector.  These 

results also suggest future research into differences 

between private and public schools’ perceptions of 

impact between the data-driven culture and data quality 

relationship.  This could provide meaningful insight to 

a fundamental difference between public and private 

institutions aside from the funding mechanisms.  

Considering that size exhibited a diminishing effect on 

organizational performance, it would seem that future 

research into this phenomena of whether larger 

institutions may have greater difficulty aligning data 

quality and data culture would have also have 

implications for practitioners.   
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