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Abstract

The impacts of climate change are evident globally. Changes to the sea state, including

ocean wave heights, are important for the long-term design of oceanic infrastructure as well

as resource extraction. Previous studies have estimated trends of wave height from multi-

decade satellite altimetry and wave buoy observations but they do not robustly quantify

uncertainties in trends. Changes to buoy hulls, payloads, and processors can introduce

step changes and thus may influence year-to-year variability in the buoy time series which

can create spurious climate signals. We find that standard approaches to identify step-

changes in buoy time series are highly dependent on the reference time series. This is

because identifying step-changes is most effective when analyzing a difference series, which

is derived from the original time series minus a reference series. However, in the absence

of a reliable reference series this method becomes subjective due to differences in reference

series, (different hindcast products or different altimeter products). Therefore we adopt

another approach which estimates uncertainties in multi-decadal wave height trends of buoy

observations by extrapolating co-located altimeter-buoy wave height residuals. Synthetic

wave height time series are created by randomly applying altimeter-buoy residuals to the

original buoy time series through Monte Carlo simulations. The uncertainties of the buoy

wave height trends are on the order of millimeters per year. This is relatively small when

compared to the magnitudes of the buoy wave height trends which are on the order of

centimeters per year and suggests that changes to buoy configurations are not having a large

impact on the overall buoy trends. These synthetic time series provide a unique perspective

into understanding wave climate and represent the uncertainty of buoy time series based on

the differences between buoy and altimeters.
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Chapter 1

Introduction

1.1 Background

Global warming is causing many observable changes to Earth’s climate. The warming of

the planet includes a significant warming of the oceans which has the potential to drive

considerable changes globally (Roemmich et al. 2015). Warmer ocean surface temperatures

are being linked to an increase in the frequency of extreme El Niño events (Cai et al. 2014).

Increases in precipitation rates have been recorded globally (Wentz et al. 2007). Along with

this, large waves coupled with high tides and sea level rise have caused coastal inundation

events across the western Pacific (Hoeke et al. 2013) and across the north Atlantic into the

Caribbean (Lefèvre 2009). The warming being seen across the planet is unprecedented and

although there have been time periods identified as "cold and warm epochs," there is no

evidence to suggest that these epochs were consistently warm or consistently cold across the

entire globe during the same time period, as is being observed now (Neukom et al. 2019).

A large portion of this global warming has been linked to anthropogenic activity through

release of carbon into the atmosphere (Koch et al. 2019).

Among the changes to climate occurring, one of particular importance is the variability

in wind-generated surface gravity waves (called waves hereafter). Some studies report that

wave heights are increasing as a result of increases in global winds, observed through satellite

altimetry (Young et al. 2011). Separate studies using global reanalysis models have also

estimated trends in global winds and waves (Fan et al. 2014; Aarnes et al. 2015). Reanalysis
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winds are used to force wave hindcasts which are validated with buoy and altimeter datasets

(Chawla et al. 2013; Stopa et al. 2019).

For an ocean engineer, understanding these changes is critical because environmental

conditions such as wave height and sea level are used to define the criteria for coastal and

offshore design. Many coastal and offshore structures are built to withstand extreme wave

conditions projected from 50 to 1000 -year storms, with these extreme wave conditions

being estimated from large wave events recorded in the historical period. However, if wave

heights are increasing (or decreasing) projections for these storms would need to have this

rate of increase (or decrease) included in the calculation methods. Studies using satellite

altimetry data estimate extreme wave events and correlate them to climate indices, which

is important for long-term planning (Izaguirre et al. 2011). Another method to assess the

likelihood of extreme wave events in a particular location is to use long-term data sets with

sufficient spatial resolution compiled through reanalyses databases (Reguero et al. 2012).

Understanding the variability of wave heights at a regional level is important as well because

even if there is a global trend of increasing wave heights studies have also identified specific

locations where wave heights are expected to decrease (e.g., Shimura et al. 2016).

There are many different datasets used to study wave climate. Buoys measure the wave

conditions in situ and have high temporal resolution (Menéndez et al. 2009). Satellite al-

timetry estimates significant wave height with expansive global coverage; however, these

observations are not in situ and they rely on buoy measurements for calibration (Young et

al. 2017). Humans aboard voluntary observing ships (VOS) report significant wave heights

and these data are consistent with other data sources (e.g., altimetry, wave hindcasts) (Gulev

and Grigorieva 2006). Wave hincasts are another source of wave information, and while they

are not observations they have the advantage of having very high temporal and spatial

resolution (e.g., Stopa 2018).
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Recent works studying multi-decadal trends of significant wave height from 1985 to 2018

using satellite altimetry data report that there are a similar amount of increasing versus de-

creasing trends in mean significant wave heights globally, while there are primarily increasing

trends in 90th percentile significant wave heights (Young and Ribal 2019). This is important

because engineering design conditions are often based on extreme waves. If wave heights are

increasing significantly at the higher percentiles this has the potential to put many coastal

and offshore structures at risk, among other concerns.

Despite the over 40 year time series of many buoys, there are only a few studies which

report climate change from these data records, most of which focus on the northeast Pacific

(Allan and Komar 2000), (Gower 2002), (Menéndez et al. 2008), (Ruggiero et al. 2010).

However, these studies do not account for changes to buoy configurations which can create

spurious biases within the time series (Gemmrich et al. 2011). Trends of wave heights

reported from previous studies for buoys WMO46005 (deployed off of the Washington coast)

and WMO46002 (deployed off of the Oregon coast) along with projected 50 year increases

are summarized in Table 1.1.

The first four studies are impacted by a bias in the early buoy data records caused by

a constraint on the individual wave height limits in early processing techniques (Gemmrich

et al. 2011). The low bias of those early buoy observations skew trend estimates to be

positive. Gemmrich et al. (2011) analyzed buoy data records for inconsistencies, corrected

the data records for these inconsistencies, and then estimated trends. The trends computed

in Gemmrich et al. (2011), are much smaller in magnitude relative to the other studies

ranging from -0.008 to 0.009 myr−1.
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Table 1.1 Buoy WMO46005 is deployed off of the coast of the state of Washington
and buoy WMO46002 is deployed off of the coast of the state of Oregon, both along
the USA west coast. Trends are estimated for annual averages and 50 year increases
in wave height are calculated from these trends (assuming a continuous linear rate).

46005 Trend 46005 50-yr 46002 Trend 46002 50-yr Study

2.7 cmyr−1 135 cm 1.3 cmyr−1 65 cm (Allan and Komar 2000)

2.1 cmyr−1 105 cm 1.9 cmyr−1 95 cm (Gower 2002)

2.0 cmyr−1 100 cm 2.0 cmyr−1 100 cm (Menéndez et al. 2009)

1.5 cmyr−1 75 cm 1.0 cmyr−1 50 cm (Ruggiero et al. 2010)

0.3 cmyr−1 15 cm -0.2 cmyr−1 -10 cm (Gemmrich et al. 2011)

1.2 Multi-Decadal Trends from Observations

To date, there are only a few studies that estimate multi-decade trends from observations,

namely those from satellite altimetry (Young et al. 2011; Young and Ribal 2019). Young

et al. (2011) and Young and Ribal (2019) estimate uncertainty using the seasonal Mann-

Kendall test which estimates uncertainty from the altimetry dataset in a qualitative manner

and reports the trend as significant or not. The other works using buoy observations have

minimal emphasis on estimating uncertainty directly from the buoy datasets. A recent

study by Timmermans et al. (2020) analyzes altimeter and hindcast data from 1992-2017

and reports January-February-March mean trends globally within the range of -0.04 myr−1

to 0.04 myr−1. They suggest that certain regions of the globe have inconsistent trends.

Therefore, in this work we focus our efforts on estimating trends from observational data

records over the past several decades.

Recent efforts from several institutions and organizations worldwide have quality assessed

and controlled buoy datasets and made them openly available. For example, the National
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Data Buoy Center (NDBC) has collected wave information from buoys since the 1970’s in

the oceanic and coastal waters near the United States of America (USA). These datasets

now extend several decades and cover many regions worldwide. These data could potentially

be used to estimate multi-decadal trends to complement the work from satellite altimetry,

VOS, and reanalysis-driven hindcasts. Therefore, our conjecture is that the multi-decadal

buoy observations will point to new insights of the wave climate. However, caution must

be exercised since Gemmrich et al. (2011) reports that changes to buoy hulls, payloads, and

processors result in spurious trends. In this work we address the following scientific questions:

1) Can we identify non-climatic changes in buoy wave height records, and if so which changes

to buoy configurations have a significant impact on the associated buoy trends?

2) What is the amount of uncertainty induced on buoy trends due to changes to buoy

configurations?

3) Are there significant differences between mean trends and higher percentile trends (i.e.,

90th and 99th percentile)?

1.3 Approach

To address the questions posed in the previous section we will first identify a diverse selec-

tion of buoys covering important regions of the global ocean. Next we adapt the approach of

Gemmrich et al. (2011) and use the RHtestsV4 software (Wang and Feng 2013) to identify

inhomogeneities in significant wave height data records from buoys. RHtestsV4 is a robust

software for identifying changes in time series data and has been applied to air temperature
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(Wang et al. 2007), air pressure (Wang 2008), rainfall rates (Wang and Feng 2009), and wind

speeds (Wan et al. 2010) time series. There are less examples of using the software for ana-

lyzing significant wave height time series (Gemmrich et al. 2011; Aarnes et al. 2015; Thomas

and Swail 2009). When searching for spurious changes in data records using RHtestsV4, it is

recommended that a reliable reference dataset is used because the residual time series often

highlight discrepancies better (Wang and Feng 2013). In this work, we utilize a number of

different reference time series from satellite altimetry (Ribal and Young, 2020; Dodet et al.,

2020) and an ensemble of wave hindcasts (Stopa 2018; Stopa et al. 2019). Specifically to

address question one, we use RHtestsV4 to identify potential times or "change points" where

the data quality of significant wave heights from buoy observations changes. In order to assess

the change points, metadata is essential. To cross-reference our results from RHtestsV4, we

use an alternate method to independently identify change points through a technique called

"zonation." We are then able to assess the validity of the previous studies methodologies to

identify change points and the resulting impacts on computed multi-decadal trends.

With neither of the methods to identify change points within the buoy time series yielding

consistent results a new approach is developed. The goal of the new method we develop is

not to identify change points within the buoy time series. We specifically address question

two and quantify the uncertainty associated with the buoy time series. We calculate the

differences between co-located altimeter-buoy data in order to understand the distribution

and magnitude of buoy "errors." However, inherent in these residuals are also the errors from

the altimetry data set. This results in residuals that are some times greater than the actual

buoy error from the true value of significant wave height and it also results in residuals that

are some times smaller than the actual buoy error. We randomly propagate these residual

values onto the original significant wave height values from the original buoy time series. This

creates a synthetic time series which varies from the original buoy time series relative to the
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altimeter-buoy residuals. Creating many iterations of these synthetic time series establishes

an uncertainty range for the buoy time series, and the range of the trends estimated from the

synthetic time series establishes an uncertainty range for the buoy trends. These uncertainty

ranges quantify the impact of changes to buoy configurations on the associated buoy trends.

Finally, to address question three we calculate yearly statistics from the synthetic time

series. Specifically, we compare uncertainties of annual mean, annual 90th percentile, and

annual 99th percentile trends. We also compare the magnitudes of estimated trends from

the synthetic time series to trends from previous studies using satellite altimetry (Young and

Ribal 2019).

1.4 Thesis Outline

The thesis is outlined as follows. In chapter two, we describe the various data sets used in this

study. We detail our buoy selection criteria and auxiliary reference datasets including satellite

altimetry and wave hindcasts. Next, in chapter three, we describe our approach of identifying

change points in significant wave height time series through RHtestsV4 and zonation and

present our results for specific buoys. In chapter four, we first describe our method to

create synthetic time series using residuals from co-located altimeter-buoy significant wave

height observations. We then estimate trends from these synthetic time series along with the

associated uncertainties. In chapter five, we discuss the implications of our findings relative

to questions one, two, and three. We highlight regional trends based on our results from

chapter four. We also discuss how buoys will be used in the future and the importance of

keeping metadata records of buoy configuration. Lastly, we summarize our overall findings

and provide recommendations for future research.
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Chapter 2

Datasets

2.1 Buoys

2.1.1 Background

Buoys are a proven way to collect in-situ sea state data (Menéndez et al. 2009; Longuet-

Higgins 1984). Typically buoys are moored to the seafloor to prevent the buoy from drifting.

The buoy platforms support many different instruments which measure different oceanic

and atmospheric quantities (Steele et al. 1998). Wave information including 1-dimensional

(1-D) (frequency vs. energy) and 2-D (frequency-direction vs. energy) spectra are essential

information that describe the sea state (Ardhuin et al. 2019). Buoy hull motion is measured

by accelerometers which are typically located within the hull of the buoy. Buoys that only

report wave frequency-spectra (1-D) use a single accelerometer to measure acceleration along

the vertical axis of the buoy (heave motion). Many buoys that report the wave energy dis-

tribution as a function of wave frequency and direction (2-D) measure additional properties

of the sea surface (Steele et al. 1998). Buoy hull vertical displacement (elevation) can be

derived from a single accelerometer by taking a double integration of the heave acceleration.

Detailed descriptions of how frequency-direction spectra are calculated can be found in prior

works (Longuet-Higgins 1957; Longuet-Higgins 1980; Steele and Earle 1991).

To calculate significant wave height a Fast Fourier Transform (FFT) (Brigham 1988) is

applied to the buoy heave motion data which converts it into the frequency domain to give
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the heave spectrum. This is done in order to represent the buoy elevation as a summation of

regular waves. Using the spectral method the time series is decomposed into many waves with

different harmonics (frequencies). Response amplitude operator (RAO) processing needs to

be done on the data in the frequency domain because the hull of the buoy as well as electronic

noise need to be accounted for in the calculations (N. NDBC 2018). The RAO processing

relates the motion of the buoy to the motion of the sea surface. From the RAO, the sea

surface elevation (h) can be calculated (N. NDBC 2018). Significant wave height, defined as

the average wave height of the highest one third of the waves, can be represented by equation

2.1 where E(f) is the heave spectrum.

Hs = 4

√∫ ∞
0

E(f)df (2.1)

It has been shown that the quality of significant wave height measurements can be af-

fected by changes to buoy configuration (Gemmrich et al. 2011). Documented changes to

buoy configuration include changes to hull size/type (N. NDBC 2012), payload (on-board

computer system) (N. NDBC 2017), and data processor (N. NDBC 2018). In the following

section, these components are briefly summarized.

2.1.2 Open Source Datasets

The buoy data considered for this study are from the following networks; National Data Buoy

Center (NDBC), Marine Environmental Data Section (MEDS), Coastal Data Information

Program (CDIP), OceanSITES, and Integrated Marine Observing System (IMOS). Incorpo-

rating each of these networks allows for a wider spatial expanse of the observations because

each network has a regional focus. L’Institut Français pour la Recherche et l’Exploitation de

la Mer (IFREMER) has cataloged buoy data from NDBC, MEDS, CDIP, and OceanSITES

through the GlobWAVE project (globwave.ifremer.fr/). GlobWAVE focuses on producing
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observational sea state information mainly from satellite observations. This project is now

extended through a European Space Agency (ESA) project called the Sea State Climate

Change Initiative (CCI). The IMOS buoy data is available directly from the Australian

Ocean Data Network (AODN). The available buoys along with their length of deployment

are shown in Fig. 2.1 across the five networks.

Figure 2.1 Buoy locations for NDBC, MEDS, CDIP, OceanSITES, and IMOS. The
color represents the length of deployment and the symbol represents the network.

The goal of NDBC is to provide real-time observations in the marine environment. They

strive to ensure that the observations are of high quality while being obtained in a safe and

sustainable manner. The data is made open source so that it can be used to improve predic-

tions of weather. They have operated and maintained buoys in oceanic and coastal waters

near US coastlines since the 1970’s. From the NDBC network, 370 buoys were considered.

Many of these buoys have data records exceeding 40 years. There are buoys deployed along
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the US east and west coasts, along the Alaskan coast, within the Gulf of Mexico, through-

out the Caribbean, and around Hawai‘i. Additionally, there are buoys deployed near South

America, the equatorial Pacific, the Bering Sea, Guam, and within the Arctic. The NDBC

network covers expansive regions of the global ocean. NDBC has used different buoy hulls,

payloads, and processors which are documented in metadata for many of the buoys and can

be found online at (https://www.ndbc.noaa.gov/data_availability/data_avail.php).

MEDS is operated by the government of Canada. The goal of MEDS is to provide

observations to be used for weather forecasts around Canada. From the MEDS network

356 buoys were considered. The majority of these buoys are deployed along the Canadian

east and west coasts. There are also several buoys located in the Arctic Ocean. Choosing

buoys from this network helps to fill in any regional gaps that were not covered by the

NDBC network. MEDS has also made changes to buoy configurations over the years and

many of the buoy hulls used by MEDS are the same types of hulls used by NDBC. There is

only a limited amount of metadata available for MEDS buoys which can be found online at

(http://www.meds-sdmm.dfo-mpo.gc.ca/isdm-gdsi/waves-vagues/index-eng.htm).

The goal of CDIP is to improve the nearshore wave climatology for the United States

in order to better inform coastal planners and engineers. Along with this, they provide

real-time data that is used in both professional as well as recreational settings by a variety

of users. From the CDIP network 232 buoys were considered. The majority of these buoys

are deployed along the US East and West coasts, and along the Alaskan coast. Only a

few of these buoys have deployments greater than 20 years, all of which are located along

the US west coast. CDIP moored buoys are Datawell Waveriders and detailed information

about these buoys is available online at (https://www.datawell.nl/products/buoys.aspx).

The buoys have comprehensive metadata records which can be found on the CDIP website

at (https://cdip.ucsd.edu/).
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Table 2.1 The total number of buoys in the NDBC, MEDS, CDIP, OceanSITES,
and IMOS networks, grouped by range of years deployed.

Years Deployed 0 - 11 12 - 22 23 - 33 34 - 44

NDBC 247 59 27 37

MEDS 304 24 28 0

CDIP 195 28 2 7

OceanSITES 403 14 6 0

IMOS 27 9 6 10

The goal of OceanSITES is to collect and deliver high quality ocean data. OceanSITES

strives to collect multinational data, particularly around the European coast where the

diverse coastline leads to multiple entities collecting data in a relatively small region. The

incorporation of data from these entities into one network helps to facilitate the use and

analysis of data throughout the region. From the OceanSITES network 423 buoys were

considered. However, the majority of these buoys have deployments of less than 5 years.

The buoys are primarily deployed around Europe, with some around South America, the

Caribbean, Africa, India, and Korea.

The goal of IMOS is to collect multi-institutional ocean data within Australia and make it

openly available. This data is made available to the marine and climate science community.

The Australian Ocean Data Network (AODN) merged with IMOS in 2016 which has a focus

on open data access. From the IMOS network 52 buoys were considered. The buoys along the

Australian west and south coasts have deployments less than 20 years. Along the Australian

east coast many of the buoys have deployments greater than 40 years. IMOS moored buoys

are Datawell Waveriders which report 1-D as well as 2-D wave spectra. There is limited

metadata available for the buoys online at (https://portal.aodn.org.au/).
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The number of buoys available for each network is shown in Table 2.1. The buoys are

further grouped by their lengths of deployment, defined as the number of years from the

initial to the final deployment.

Throughout the years, changes to buoy designs have included hull shape and size. The

major types of NDBC buoy hulls are shown in Fig. 2.2.

Figure 2.2 Examples of some of the most common hull types used by NDBC
(NOAA 2014)

.

The primary buoy types that have been used are the 12-meter discus, the 10-meter discus,

the 6-meter Navy Oceanographic Meteorological Automatic Device (NOMAD), and the 3-

meter discus. The discus buoys have similar shapes, with different diameters. However,

some discus buoys have been known to capsize (N. NDBC 2018), but the NOMAD buoy
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has not had a recorded instance of capsizing with the boat like hull increasing stability. For

this reason the NOMAD buoy has been deployed in locations that are exposed to harsh

conditions.

Other networks use some of the same types of buoys as NDBC as well as other types

of buoys. The MEDS network has commonly used the 6-meter NOMAD buoy for deploy-

ments. The CDIP and IMOS networks both use the Datawell Waverider buoys shown in

Fig. 2.3. These buoys have a spherical hull of either 0.9 meters or 0.7 meters (Datawell

2020). Appendix E contains images of buoys collected from different references.

Figure 2.3 Datawell Waverider Buoy (Queensland Government 2019)

Another buoy component that has changed over the years is the payload. This is the

on-board computer system used in the collection of the heave data and in the calculation of
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Table 2.2 NDBC Payloads

Abbreviation Payload Name

ARES Acquisition and Reporting Environmental System

DACS Data Acquisition and Control System

DACT Data Acquisition and Control Telemetry

EEP Engineering Evaluation Phase

GSBP General Service Buoy Payload

MARS Multifunction Acquisition and Reporting System

PEB Prototype Environmental Buoy

SCOOP Self-Contained Ocean Observations Payload

UDACS UHF Data Acquisition and Control System

UDACS(A) UDACS with WDA processor instead of WSA

VEEP Value Engineered Environmental Payload

Table 2.3 NDBC Processors

Abbreviation Processor Name

EEP Engineering Evaluation Phase

WSA Wave System Analyzer

WDA Wave Data Analyzer

WA Wave Analyzer

WPM Wave Processing Module

DWPM Directional Waves Processing Module

DDWM Digital Directional Wave Module
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significant wave height. For NDBC payloads the most common specified tolerance on wave

height is ±0.2 m (N. NDBC 2017). The NDBC network has implemented many different

payloads throughout the years and a summary is given in Table 2.2.

One part of the payload system is the processor which is the specific software and tech-

nique used to process the data (N. NDBC 2009). Also noted in (Gemmrich et al. 2011)

was that different processors have been used over the years with different configurations

involving corrections for low frequency noise, the numbers of spectral bands, low frequency

resolution, among other important characteristics. A summary of different processors used

by the NDBC network is given in Table 2.3

2.1.3 Metadata

There are many different types of metadata associated with buoys. The metadata compiled

in (Gemmrich et al. 2011) are the hull, payload, and processor. Other metadata include

but are not limited to; latitude and longitude of the buoy, depth of the buoy, mooring

configuration, buoy service dates, and buoy deployment dates. Each individual buoy also

has a unique serial number which can be used to track specific buoys and the locations where

they are deployed. Buoy serial numbers are important because each buoy model has certain

specifications. Acceptable variations between buoys of the same model type will likely result

in buoys of the same model type reporting different values for significant wave height. The

difference between service dates and deployment dates is that a buoy could be serviced in

some way (such as cleaning due to bio-fouling) and after the servicing the buoy remains

deployed as it was before servicing. Buoy deployment dates specify when a unique buoy hull

identification number is deployed in one location with one configuration. For example, if

one 10-meter discus buoy is changed with another 10-meter discus buoy, this is regarded as

two separate deployments for the purposes of the metadata in this study. Buoy deployment
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dates can be identified if the unique serial number for each buoy is recorded in the metadata.

Each network has a unique method to report metadata. On the NDBC website there are

metadata, (https://www.ndbc.noaa.gov/data_availability/data_avail.php), available until

2003. After 2003, metadata exist however they have not been compiled and made available

to the public. Robert Jensen of the US Army Corps of Engineers (USACE) and Steven

Dinapoli of NDBC Pacific Architects and Engineers (PAE) have compiled metadata which is

more comprehensive than the metadata available on the NDBC website. On the MEDS web-

site (http://www.meds-sdmm.dfo-mpo.gc.ca/isdm-gdsi/waves-vagues/index-eng.htm) there

are metadata records available. However, these records only exist from 1997 to 2014. On the

CDIP website (https://cdip.ucsd.edu/) there are comprehensive metadata records for each

buoy. For OceanSITES metadata is not easily accessible. There is likely metadata available

for some of the OceanSITES buoys, but it is not clear where this is contained and as a result

no metadata for OceanSITES buoys are used for this study. For the IMOS buoys there is

limited metadata available within the netcdf files which can be downloaded from the AODN

website (https://portal.aodn.org.au/). However, the IMOS buoys fall within four different

governing bodies within Australia each with their own unique practices in regards to compil-

ing and storing metadata. By contacting members from the four different governing bodies

within Australia it is possible to access additional metadata records.

The different types of metadata compiled for this study are; hull, payload, latitude and

longitude, buoy service dates and buoy deployment dates. From NDBC and MEDS the

metadata compiled for this study are; hull, payload, latitude and longitude, and buoy service

dates. From CDIP the metadata compiled are the same as the metadata compiled for NDBC

and MEDS with the addition of metadata indicating buoy deployment dates. From IMOS

the only metadata compiled are; hull and buoy deployment.

CDIP and IMOS buoys are Datawell Waveriders. The CDIP buoys selected for this study
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Figure 2.4 Hourly significant wave height observations over 44 years for NDBC
buoy WMO46002 with hull, payload, and processor changes indicated by blue, black,
and red horizontal lines. The metadata is linked to the y-axis and for hulls it rep-
resents the buoy diameter (or buoy length) in meters. For payloads and processors
the older models are indicated by larger numbers on the y-axis and newer models
are indicated by smaller numbers.

were all confirmed to be directional (the wave data includes information on the direction the

waves are propagating from). Of the IMOS buoys, some are directional while others are

non-directional.

An hourly time series of significant wave height observations is shown in Fig. 2.4 for buoy

WMO46002 with changes to the hull, payload, and processor indicated. It should be noted

that the types of processors that limited individual wave height measurements to ±11 m

correspond to numbers of ten and above on the y-axis. With the metadata presented in
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this way it can clearly be seen that when the processor is above ten on the y-axis values for

significant wave height rarely exceed 10 m, and when this processor changes to a value below

ten there is an increase in values of observed significant wave height. The other compiled

metadata can be overlaid as well and also have the potential of providing useful insights.

The hull, payload, and processor id numbering system is described in detail in Appendix B.

2.1.4 Buoy Selection

Of the 1433 available buoys we selected a total of 50 buoys to be reviewed further for

agreement with altimetry data. The locations and lengths of deployment of the selected

buoys are shown in Fig. 2.5 for each of the five networks.

Figure 2.5 Buoys selected from the NDBC, MEDS, CDIP, OceanSITES, and IMOS
networks, grouped by range of years deployed.

When selecting buoys for this study, there are many different criteria that are important.
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A primary criterion is that the buoy has a long time series. The data records of available

buoys go back as far as 1972, allowing for many time series to be greater than 40 years in

length. There are also many buoys that have time series greater than 30 years in length.

Buoys with this many years of data were considered most appropriate for this study in order

to best identify long term trends in wave climate.

However, buoys with less than 30 years of data are considered as well, and are chosen if

they met other important criteria. Buoys located in geographic regions with few or no other

buoys are considered even if the time of deployment was short. In order to have adequate

spatial coverage on a global scale some of the buoys that are chosen have time series just

over 10 years in length. This trade-off of length of data record is deemed acceptable in order

to improve global coverage.

Another important criterion of the selection process is that the buoys be deployed in

relatively deep water. The reason for this is because deep water buoys will not be affected

by shallow water dynamics such as refraction. Also, re-deploying a buoy in a slightly different

location will not have an impact on wave heights due to the relatively minimal change in

water depth. This criterion for selecting buoys in deep water is also an attractive requirement

for co-locating buoy data with altimetry data. A further criterion for buoy selection is to

avoid choosing buoys in the shadows of islands as these could be very sensitive to directional

changes in swell which would impact the data. Similar criteria to these have been used in

previous studies (Zieger et al. 2009).

A final criterion is that buoys should also be adequately distance from coastal features

so that corresponding altimeter observations can be obtained for the location. An altimeter

image footprint for older altimeters has a diameter of between five to ten kilometers (Young

et al. 2017) and if any of this footprint covers land the entire image cannot be used, (note that

for newer altimeters equipped with delayed Dopplers this is not the case). Regardless, this
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criterion of distance from coastal features needs to be observed so that data from the entire

altimetry record can be utilized rather than being limited to data from newer altimeters.

Along with this, it can be computationally intensive for hindcasts to resolve coastal features

precisely, so this would also make it difficult to compare coastal buoys with hindcast datasets.

Figure 2.6 Buoy data gaps identified for each buoy and grouped by network. The
color grey indicates no data and the colors associated with each network indicate
data.

From the available buoys we select 25 buoys are from NDBC, 8 are from MEDS, 3 are

from CDIP, 4 are from OceanSITES, and 10 are from IMOS. While length of deployment

is important, it is also important that the time series have minimal data gaps. Data gaps

can occur when the buoy is being serviced, when a sensor malfunctions, when a payload has

errors in calculations, among other reasons. For the selected buoys Fig. 2.6 displays where

there are gaps in the data records. The different colors indicate the network each buoy is
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associated with and that there is data available during that time period, with grey indicating

that no data is available.

2.2 Reference Datasets

2.2.1 Altimetry

The altimetry data sets begin in 1985 with the GEOSAT (Geodetic/Geophysical Satellite)

mission. With just one satellite taking measurements some areas of the ocean would only

have recorded observations two to three times a month. Having more satellites in orbit helps

increase the number of recorded observations. However, altimetry datasets are still relatively

sparse often not exceeding 20 observations per month. Many events that occur on short time

scales can easily be missed by altimeters. The significant wave height calculated from the

altimetry data depends on how the raw data is calibrated and processed and what specific

algorithms are applied during the data manipulation.

Figure 2.7 Years of deployment for different altimeter missions

The method used for the Ribal and Young dataset, referred to as "RY2019" hereafter,

is described in their works (Ribal and Young 2019). IFREMER have their own distinct

22



methods for treating the raw data from altimeters. Altimetry data sets will be used in this

study for comparison against buoy data. One reason that altimetry data is valuable for

this study is because the time series can be assumed to be reasonably homogeneous. When

multiple altimeters are in orbit there are times when two altimeters cross over one location of

the ocean at the same time. These "cross-over points" are used to validate and cross-check

the altimeters to make sure they are not drifting over time or giving spurious results (Young

et al. 2017).

Validating altimetry data by co-locating multiple platforms helps to increase confidence

in data homogeneity across altimeters. Having multiple altimeter missions deployed at the

same time increases the amount of data gathered while also increasing the amount of co-

locations in time and space for validation. The deployment years for the different altimeter

missions from 1985 to 2020 are shown in Fig. 2.7.

Criteria that have been used to co-locate altimeter data with buoy data for calibration

are that the altimeter track must have a minimum of five altimeter observations which occur

within less than 50 km of the buoy location and within 30 minutes of the buoy observation

(Young et al. 2017). We use the same criteria for this study to determine if the selected

buoys are in locations which can be reasonably represented by altimeters.

By plotting the locations of the altimeter tracks it can be determined if there are any local

coastal features which could impact the data as shown for buoy WMO46002 in Fig. 2.8 (a).

Comparisons of the buoy and altimeter significant wave height observations are performed

to verify that the co-located altimetry data are reasonable representations of the sea state

observed by the buoy. Buoy WMO46002 shows good agreement with the co-located altimeter

data with a correlation coefficient between buoy and altimeter observations of 0.99, a bias

of 0.02 m, along with other statistics shown in Fig. 2.8(b).

For the comparison "N" represents the total number of co-located observations. "BIAS"
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(a) Altimetry data co-located with buoy (b) Hs comparison

Figure 2.8 (left) RY2019 altimetry Hs data co-located within 50 km of the buoy
WMO46002 (color indicates Hs in meters), and (right) comparison of buoy Hs ob-
servations versus altimetry Hs observations (color indicates log10 data density).

is the mean error, calculated by finding the sum of the differences between the two sets of

observations and then dividing by the total number of observations. "RMSE" is the root

mean square error, calculated by finding the differences between the two sets of observations,

squaring the differences, finding the mean of these squared differences, and finally finding

the square root of the mean of the squared differences. "Cor" is the correlation coefficient,

calculated by finding the covariance of the two sets of observations normalized by the variance

of each of the sets of observations. "NSTD" is the normalized standard deviation, which is

calculated by finding the standard deviation of the altimetry set of observations and dividing

by the standard deviation of the buoy set of observations.

Decreasing the window size for the altimetry data has the potential to improve agreement

between buoy and altimetry observations. One reason for this is that in relatively shallow

water with large depth gradients narrowing the window size for co-locating altimetry data

generally results in the depth where the altimetry data is taken becoming more representative

of the depth at the buoy location. However, decreasing the window size reduces the total

number of possible altimeter-buoy co-locations, which is already subject to limited sampling.

Also, in some situations even a very narrow window for altimeter data will not result in good
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agreement between buoy data and altimeter data. The depth at buoy WMO56008, deployed

off of the Australian west coast, is only 38 m. Even with a very small window size, the

altimetry data is not a good representation of the buoy location as shown in Fig. 2.9.

(a) Altimetry data co-located with buoy (b) Hs comparison

Figure 2.9 (left) RY2019 altimetry Hs data co-located within 50 km of the buoy
WMO56008 (color indicates Hs in meters), and (right) comparison of buoy Hs ob-
servations versus altimeter Hs observations (color indicates log10 data density).

(a) Altimetry data co-located with buoy (b) Hs comparison

Figure 2.10 (left) RY2019 altimetry Hs data co-located within 50 km of the buoy
WMO51201 (color indicates Hs in meters), and (right) comparison of buoy Hs ob-
servations versus altimeter Hs observations (color indicates log10 data density).

Also, if a buoy location is in the shadow of coastal features or islands the altimeter

window needs to be carefully selected. An example of this is shown for buoy WMO51201 in

Fig. 2.10, which is deployed off of Waimea Bay, O‘ahu, Hawai‘i. Altimetry data within 50
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km of the buoy location is available on the north, and south sides of the island. However,

data from the south side of the island will not be representative of the sea state at the buoy

location on the north side of the island so this data is excluded.

Based on this analysis 4 of the 50 selected buoys are excluded from this study. The

buoys that are excluded are as follows; buoy WMO56008 from the IMOS network, buoys

WMO51202 and WMO5200 from the CDIP network, and buoy WMO46025 from the NDBC

network. This leaves a total of 46 buoys to be included in this study.

2.2.2 Hindcasts

Hindcasts use wind reanalysis datasets to force an ocean model which outputs sea states

globally. The forcing winds vary between hindcasts and this changes the output of significant

wave height. The time resolution for hindcasts varies from one to six hours. The hindcasts

we use for this study are CFSRMOD, ERA5, R20C, and SCT. Recent work shows that

the differences in how hindcast products are created lead to significant differences in their

estimations of significant wave height (Timmermans et al. 2020). The time periods that

each hindcast has data for are shown in Table 2.4. Detailed information on each hindcast is

recorded in (Stopa 2018) with a brief description of each provided below.

R20C is created by the National Center for Environmental Prediction (NCEP) and re-

sults are output every three hours (Compo et al. 2011). Air pressure is assimilated and

observations go as far back as 1851. Data is assimilated using a Kalman Filter and sea ice

is considered. The hindcast is available from 1979 to present.

CFSRMOD is similar to the CFSR hindcast with the modification of assimilating altime-

ter data to correct for hindcast biases. CFSR is created by NCEP and results are output

every hour (Saha et al. 2014). Data is assimilated spatially in three dimensions and sea ice

is considered. This is the only hindcast that uses a dynamic sea ice model. The hindcast is
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Table 2.4 Time Periods of Hindcasts

Hindcast Time Period

R20C 1979 - present

CFSRMOD 1979 - present

ERA5 1979 - present

SCT 1993 - present

available from 1979 to present.

ERA5 is created by (ECMWF), the European Center for Medium-Range Weather Fore-

casts. ERA5 replaces ERA-Interim which was stopped on August 31, 2019 and which has

been used in previous studies (Aarnes et al. 2015). For ERA5 results are output every hour

and the Earth is covered spatially in a 30 km grid. The first segment of the hindcast is

available from 1979 to present and eventually the entire hindcast will be available from 1950

to present.

SCT is created by IFREMER and results are output every six hours (Bentamy et al. 2017).

Data is assimilated using scatterometer data and sea ice is not considered. This composition

of wind observations from satellites is available from 1993 to present.
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Chapter 3

Data Homogeneity

3.1 Background

Inherent to all forms of data collection is the possibility that different data collection methods

measuring the same quantity or phenomenon can produce different results due to random

or systematic errors. For this reason, extensive calibration and validation needs to be per-

formed before a data collection method can be qualified as acceptable. Acceptance criteria

is based upon a specified tolerance range. Different applications will require different levels

of precision which will make the tolerance ranges narrower or wider. In the case of buoys

measuring wave height the tolerance ranges have generally been determined based on the

precision needed for short-term weather and wave forecasts (Gemmrich et al. 2011). For

most NDBC payloads, the tolerance on individual wave heights is ±0.2 m (N. NDBC 2017).

As buoy configurations change over the years, there is the possibility that different buoy

configurations will result in different measurements of wave height within this specified level

of tolerance.

3.1.1 RHtestsV4

One method that has been used to detect change points in data records is through the

software package RHtestsV4 which uses various statistical analysis tests to detect inhomo-

geneities in time series (Wang and Feng 2013). Change points are locations within a data
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series where an abrupt variation occurs in either the mean (step-type) or the slope (trend-

type) of the data series (Wang 2003). Step changes and trend changes can be detected using

a two-phase regression model as shown in equation 3.1 (Wang 2003), where εt represents

zero-mean independent and random errors.

Xt =


µ1 + α1t+ εt 1 ≤ t ≤ c

µ2 + α2t+ εt c < t ≤ n

(3.1)

For each time c that is evaluated, the determination of whether or not it is a change point

is based on the difference between µ1 and µ2, and α1 and α2.

When using RHtestsV4 to analyze a time series (base series) it is recommended to also

use a reliable reference. The difference between the base series and the reference series is

analyzed, and in this difference series mean shifts are often more pronounced and statistical

tests perform with increased certainty. When using a reference series RHtestsV4 implements

a penalized maximal t-test (PMT) to determine if identified mean shifts are significant (Wang

et al. 2007). The PMT test reduces the amount of change points detected when compared to

the standard t-test which can result in the identification of erroneous change points, "false

alarms." However, RHtestsV4 also has the option to analyze the time series in conjunction

with metadata which documents instrumentation changes and in this analysis the standard

t-test is used. In this case, only the change points identified that are supported by reliable

metadata are identified as significant.

RHtestsV4 can also be implemented without a reference series. When analyzing the time

series of interest (base series) without a reference series, RHtestsV4 uses a penalized maximal

F-test (PMF) to determine if identified mean shifts are significant (Wang 2008). The PMF

test reduces the amount of change points detected when compared to the standard F-test.

RHtestsV4 has the option to analyze the time series while using metadata which documents

instrumentation changes. In this case, the standard F-test is used, and of the change points
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identified, only those supported by reliable metadata are considered significant.

Although the software can be used without a reference series, in many cases it is not

recommended (Wang and Feng 2013). For example if a time series has large variations or

seasonality it can become more difficult to detect step changes in the data. In the case of

significant wave height time series, Gemmrich et al. (2011) suggests running RHtestsV4 with

a reliable reference series and specifically uses the Global Reanalysis of Ocean Waves 2000

(GROW2000) as the reference series (www.oceanweather.com), along with metadata from

NDBC and MEDS to detect change points.

3.1.2 Zonation

In addition to the statistical tests implemented in RHtestsV4, we implement another tech-

nique called "zonation," sometimes referred to as "segmentation" (Swan and Sandilands

1995). Zonation can be implemented in both "local" and "global" procedures to detect

anomalies in a data stream. The local procedure centers a window around a data point and

only uses the data within the window to determine if the point being analyzed is a change

point. The global procedure uses the entire data record when determining if a specific loca-

tion is a change point. The global procedure is recommended by Swan and Sandilands (1995)

if the local procedure is overly sensitive (e.g., identifying more change points than should

be expected). If the local procedure identifies a number of change points within reason the

global procedure will likely identify too few change points and will not be sensitive enough.

In this study, we use the local zonation procedure. We find that the results from local

zonation yield a number of change points that is comparable to prior work (Gemmrich et

al. 2011). In local zonation, a window half-width (h) and threshold (D2
min) are defined. To

analyze a point in the time series, h-points before the point being analyzed are grouped into

one segment, and h-points after the point being analyzed are grouped into a second segment.
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The variance of each segment is calculated (s21, s22), and then the pooled variance of both

segments together is calculated. Next, the average of both segments is calculated (x̄1, x̄2),

and the difference between the averages of the segments is squared. Dividing this value by

the pooled variance gives the "Generalized Distance Squared" (Swan and Sandilands 1995)

shown in equation 3.2

D2 = 2(x̄1 − x̄2)
2/s21 + s22. (3.2)

D2 exhibits spikes when there are mean shifts between the two segments being analyzed.

These spikes or peaks in D2 can be used to identify the locations of change points within

the time series as shown in Fig. 3.1.

Figure 3.1 Example of how the zonation method identifies change points. (top)
Monthly average Hs residuals for buoy WMO46002 and ERA5 hindcast. (bottom)
D2 values calculated with a window half-width of 7 and a threshold D2 value of 4
(red line).

The number and location of the change points are sensitive to the window half-width,

h. A small h detects many erroneous change points. When analyzing a monthly Hs time
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Table 3.1 The average number of change point identified for selected half-widths (h)
and threshold values (D2

min), per reference series per buoy, (for buoys; WMO46001,
WMO46002, WMO46005, WMO42003, and WMO41001).

h \D2
min 2 3 4 6 7 8

6 2.70 1.87 1.33

7 3.80 2.20

8 3.47 1.57

series with an h only spanning a few months, local zonation often is too sensitive and even

transitions in the seasonality are detected rather than changes to buoy configuration. We

test a range of half-widths and we find that the minimum window half-width should be at

least six months. Alternatively, if h is too large, such as spanning a few years, then the

months at the beginning and end of the time series cannot be analyzed. Therefore we set

a maximum half-width of twelve months. We then test 6 ≤ h ≤ 12 months and find that

when h ≥ 10, the D2 peaks are significantly reduced which reduces the number of change

points identified.

Along with choosing an appropriate h, a minimum threshold value D2
min must be defined

to identify the change points. We calibrated local zonation to output a comparable number of

change points as RHtestsV4. Note that the specific locations of local zonation and RHtestsV4

are not constrained but only the number of change points. Five NDBC buoys, (WMO46001,

WMO46002, WMO46005, WMO42003, and WMO41001), are analyzed using the RHtestsV4

software with six different reference series. For these buoys the average number of change

points identified per reference series per buoy is 3.07. For the five buoys the number of

change points identified per reference series per buoy when using the zonation technique

with different window half-widths h and D2
min threshold parameters are shown in Table 3.1.
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Table 3.2 The maximum and minimum number of change points are identified
for selected half-widths (h) and threshold values (D2

min), (for buoys; WMO46001,
WMO46002, WMO46005, WMO42003, and WMO41001).

h \D2
min 2 3 4 6 7 8

6 30, 7 25, 4 18, 1

7 36, 6 20, 3

8 38, 4 14, 3

For buoys WMO46001, WMO46002, WMO46005, WMO42003, and WMO41001, RHt-

estsV4 identifies a maximum and minimum of 21 and 16 change points respectively. We show

the maximum number and minimum number of change points identified per buoy with the

different local zonation parameters in Table 3.2. The zonation parameters that most closely

match the RHtestsV4 results are h = 7 and D2
min = 4. The average number of change points

identified per reference series per buoy for these parameters is 2.20 which is lower than the

average from RHtestsV4 which is 3.07. However, the other parameters that have an aver-

age closer to RHtestsV4 also have much higher maxima for the number of identified change

points per buoy. For RHtestsV4 the maximum number of identified change points per buoy

is 21, and for the parameters with higher averages the maximum number of identified change

points is 30 or greater.

3.2 Results

3.2.1 RHtestsV4

We show the results from using RHtestsV4 to analyze Hs records for buoy WMO46002 in

Fig. 3.2. Appendix C describes the systematic procedure we implemented when applying
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RHtestsV4 (Wang and Feng 2013).

Figure 3.2 Hourly significant wave height observations with change points identified
for buoy WMO46002 with different reference series (indicated by diamonds) using
RHtestsV4. The black diamonds indicate the dates of the change points identified
using the GROW2000 reference series (Gemmrich et al. 2011). Hull, payload, and
processor changes are indicated by blue, black, and red lines respectively.

Of the reference series used, four are hindcast data sets and two are altimetry data sets.

There is not much agreement in either the number or the location of identified change points

between the different reference series. There is agreement between the reference series for the

change point identified around 2006. However, this change point is only significant for each

of the reference series if all the other change points for each reference series can be accepted

as significant. If any change point identified with a specific reference series is determined to

not be significant it needs to be removed and the software needs to reanalyze the series to
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recalculate the significance of the remaining change points for that reference series. Removal

of change points can make neighboring change points not significant because the RHtestsV4

software segments the time series between change points and removing change points changes

the lengths and total number of segments being analyzed. For this reason, the significance of

one change point is dependent on the significance of the other change points also identified

within the time series.

Appendix D contains the results from analyzing buoys WMO46001 and WMO46005

which were similar to the results from WMO46002. The change points identified in the

previous study using the GROW2000 reference series (Gemmrich et al. 2011) do not match

well with the change points identified using different reference series. Two other buoys

were also analyzed using this method, buoy WMO42003 from the Gulf of Mexico and buoy

WMO41001 from the north Atlantic. Appendix D also contains the results for these buoys

which also had similar results, with little agreement between the different reference series

used.

3.2.2 Zonation

The results from using the zonation technique to analyze significant wave height records for

buoy WMO46002 are shown in Fig. 3.3. There are no results for the GROW2000 reference

series because Gemmrich et al. (2011) did not use the zonation technique. In this case, there

is even less agreement between the reference series. The ERA5 reference series detects seven

change points, the CFSRDMOD and R20C reference series each detect only one change

point, while the IFREMER and RY2019 altimetry data sets both detect zero change points.

Appendix D contains the results for the other four buoys.

It should also be noted that many of these change points occur in locations where there

are no documented changes to buoy hulls, payloads, or processors. It is possible that other
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changes could have occurred at these locations, such as changes to mooring configurations.

However, without documentation for these other types of changes it is not possible to at-

tribute the identified change points with changes to buoy configuration. Rather, it appears

that the identified change points are more than likely due to differences between the reference

series.

Figure 3.3 Hourly significant wave height observations with change points identified
for buoy WMO46002 with different reference series (indicated by diamonds) using
the zonation technique. Hull, payload, and processor changes are indicated by blue,
black, and red lines respectively.
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3.3 Conclusions

We show that both RHtestsV4 and local zonation methods are highly sensitive to the refer-

ence series. For some buoys, when using one particular reference series many change points

are identified while no change points are identified when using another reference series. One

likely reason for the differences in the number and locations of change points identified is

that the magnitudes of the step changes within the data are either very small or perhaps

even insignificant. Also, there are known differences between each of the reference series

used and there is not one specific reference series that can be said to be the most reliable,

as they each of their own unique limitations. The differences in how the hindcast products

are created, as well as the differences in the wind forcing leads to different estimates of Hs

especially in extreme sea states (Stopa 2018). In regards to the altimetry datasets, although

the same satellite platforms are used, differences in data processing techniques as well as

in quality control methods create significant differences between altimeter products (Tim-

mermans et al. 2020). As a result, none of these references series are sufficiently reliable to

identify change points. In the absence of a reliable reference series, neither RHtestsV4 nor

local zonation are effective.

A conclusion reached from the previous study which is still likely valid is that the specific

WSA processor causes a step-change (Gemmrich et al. 2011). However, this was not only

identified through the RHtestsV3 software, but also by simply removing data with this

processor from the time series (Gemmrich et al. 2011). Excluding data before 1980 eliminated

the spurious trends that had been reported in previous studies (Ruggiero et al. 2010). Along

with this, it would intuitively be expected that this processor would cause a significant bias in

Hs, as it limited individual wave height measurements to ±11 m, which was later increased

to ±20 m in subsequent processors (Gemmrich et al. 2011). This can even be observed
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visually in the hourly time series in Fig. 3.3. Before 1980 there are no significant wave height

measurements greater than 11 m, but throughout the rest of the time series there are many

significant wave height measurements greater than 12 m and some greater than 14 m. The

impact of the WSA processor is likely greatest in regions that experience extreme sea states

because in regions with relatively smaller waves the ±11 m wave height limit will rarely

be reached. However, there is no clear evidence that suggests that other changes to buoy

configurations lead to significant biases in the data records.
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Chapter 4

Observational Uncertainties of Altimeters

and Buoys

4.1 Background: Multi-Decadal Trends

Young et al. (2011) reports regional Hs trends in mean, 90th percentile, and 99th percentile

from 1985 to 2008 using satellite altimetry. In general, they find the majority of the global

ocean has increasing trends in the 90th percentile which was corroborated with a more

recent study using data from 1985 to 2018 (Young and Ribal 2019). Altimeters suffer from

low sampling so estimating trends of the 99th percentile may not be very accurate and even

estimating trends of the 90th percentile may not be appropriate.

The NDBC network specifies an Hs tolerance of ±0.2 m for most payloads (N. NDBC

2017). This tolerance range is large, especially when compared to estimated trends which are

on the order of centimeters per year. However, buoys do not suffer from the same sampling

limitations of altimeters so computing trends of the 90th percentile and 99th percentile from

buoy data records is more reasonable. With that said, using a hindcast is the best way to

address issues of sampling.

An attempt was made to correct buoy data records using RHtestsV3 (Gemmrich et

al. 2011). However, in the absence of a reliable reference series the results of this method

are not repeatable using RHtestsV4 or local zonation (e.g., Chapter 3). Therefore, neither

of these methods are an appropriate way to correct buoy data records. Since both methods
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to identify change points are highly dependent on the reference time series, we use another

approach to estimate uncertainties in observational Hs datasets.

One way to understand the impact of changes to buoy configurations on significant wave

height observations is to compare the observations with altimetry observations which have

been co-located in time and space, and specifically finding the residuals between the ob-

servations. The residuals between the buoy data sets and the altimetry data sets can be

understood as the "errors" from one data set relative to another. For the buoy these errors

are a result of the limited precision of the buoy itself as well as the accuracy of the buoy

which can be impacted by changes to the buoy configuration.

Altimetry datasets have a high level of consistency through time due to cross-validation

that occurs when there are co-locations in space and time between two altimeter platforms

(Young et al. 2017), which allows for any errors in one altimeter to be identified and corrected.

So by comparing buoy data, which has known inconsistencies through time, to altimetry data

the residuals between the two datasets can show if there are any time periods where buoys

have any significant biases in the data records. We propagate residuals from co-located

altimeter-buoy time series onto the original buoy time series in order to create synthetic

time series. By creating many iterations of synthetic time series and calculating trends for

the synthetic time series, the range of the trends indicates the variation in buoy trends that

are induced by buoy errors.

The altimeter platforms are individually calibrated by Young et al. (2017) against all of

the data from NDBC buoys 50 km offshore during the specific period of altimeter deployment.

As a result, the altimeter data set is not completely independent of the buoys that were used

for the calibration. However, because the altimetry data set was calibrated against the

aggregate buoy data, the direct influence from an individual buoy is minimal. In Table

A.1 in Appendix A, we quantify the percentage of data used to calibrate each altimeter
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from each individual buoy relative to the total amount of data used in calibration. After

this calibration step Young et al. (2017) use co-located data from buoys outside of the

NDBC network collected by ECMWF to validate the altimeter calibration. The altimeters

are further cross-validated by Young et al. (2017) when two altimeters observe the same

location at the same time. This procedure further reduces the dependence of an altimeter

platform on the impacts of changes to buoy configuration made to a single buoy.

4.1.1 Differences in Altimeter and Buoy Observations

Buoy measurements as well as altimeter measurements are both estimations of sea state at a

specific location in space and time. In regards to individual altimeter measurements, there is

also associated uncertainty. The differences in how the raw data from altimeters is processed

leads to significant differences in estimations of significant wave height. As a result, for each

co-located observation, neither buoy nor altimeter can be said to be the "true" significant

wave height value for that specific sea state. Rather, both values are "realizations" of the

sea state, each with their own associated uncertainty.

Along with the spatial and temporal constraints for co-locating altimetry and buoy obser-

vations, one other criterion that is used in the co-location process is a measure of the along

track variability, also used in previous studies (Young et al. 2017), defined as σ(Hs)/H̄s,

where σ(Hs) is the standard deviation of the significant wave height measurements and H̄s

is the mean. Altimeter data with along track variability greater than 0.2 are excluded, along

with data outside of the spatial and temporal constraints. From the co-located data, the

residuals between the buoy measurements and the altimeter measurements can be calcu-

lated. These residuals are an indication of the uncertainty between the two measurement

techniques. The residuals from buoy WMO46002 and the co-located altimetry data are

shown in Fig. 4.1 (a).
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(a) Hourly Residuals (b) Probability Distribution with Stable Fit

Figure 4.1 (a) Hourly residuals of co-located significant wave height observations
from buoy WMO46002 and RY2019 altimetry. (b) Stable distribution fit (red) for
probability distribution of residuals from buoy WMO46002 and RY2019 altimetry
(blue).

In Fig. 4.1 (b) we show the probability distribution of the normalized residuals. The prob-

ability distribution can be fit with the Stable Distribution, which uses two shape parameters

(alpha and beta), one scale parameter (gamma), and one location parameter (delta). To

fit a stable distribution to the probability distribution of the residuals the parameters are

as follows; alpha = 1.9, beta = 0.9, gamma = 0.05, and delta = 0.0007. We find that the

values for alpha and beta can be set to constant values while fitting the residuals well for

other buoys. The value for gamma can be approximated as proportional to the standard

deviation of the residuals and the value for delta can be approximated as the median of the

residuals. It should be noted that the gamma parameter is very important and if this value

is not accurate the fit of the residuals will be poor. The number of monthly co-locations

is limited, with many months having less than five co-locations. For this reason an accu-

rate approximation of the standard deviation cannot be obtained consistently on a monthly

basis. This significantly reduces the accuracy of the fit on a monthly basis. Grouping the

co-locations based on buoy configuration from metadata would result in a more accurate
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estimation of the standard deviation due to an increased amount of co-locations within each

buoy configuration group. However, this would limit the technique to only those buoys with

comprehensive metadata. For this reason we consider all of the residuals throughout the

entire time series rather than considering residuals on a monthly basis or based on buoy

configuration.

4.2 Synthetic Time Series

One thing the residuals do indicate is a range of values, which give an idea of the uncertainty

of the measured value. For each buoy measurement, the actual value for significant wave

height is likely somewhere within the range of the residuals. Adding a residual value chosen at

random from the entire set of co-located residuals is a way to create a "synthetic" observation.

If this is done many times, the "true" value will likely lie within the range of "synthetic"

values. Also, the synthetic values can be thought of as measurements that "could have been

recorded" based on the range of the uncertainty between buoy and altimeter. Randomly

applying a residual to every value in the original buoy time series creates a synthetic time

series based on observed uncertainty between buoy and altimeter measurements which can

be seen in Fig. 4.2. This synthetic time series is bounded by the range of the residuals of

the co-located altimetry-buoy time series.

Equations 4.1 shows how the residuals are calculated, with i representing values from

one through the length of the co-located buoy time series, Aci representing the co-located

altimeter time series, Bci representing the co-located buoy time series, and Rci representing

the co-located altimeter-buoy residuals.

Rci = Aci −Bci (4.1)

Equations 4.2 shows how the residuals are normalized, with nRci representing the normalized
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Figure 4.2 Hourly significant wave height observations for buoy WMO46002 (grey),
1000 synthetic observations (blue), co-located RY2019 altimeter observations (red
triangles), and co-located buoy observations (black circles).

co-located altimeter-buoy residuals.

nRci = Rci ÷Bci (4.2)

Equation 4.3 shows how the synthetic time series are created, with j representing values

from one through the length of the original buoy time series, Sj representing the synthetic

time series, Bj representing the original buoy time series, and nRcr representing a normalized

co-located residual chosen at random.

Sj = Bj + (nRcr ×Bj) (4.3)

It should be noted that if a value within the synthetic time series exceeds 19 m, that value
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is set to 19 m, as values greater are not realistic for significant wave height. Similarly if a

value within the synthetic time series is less than 0.1 m, that value is set to 0.1 m.

For some of the residuals it is clear that they are outliers. This could potentially occur

if a buoy battery is low causing the measurements to become very inaccurate (which is not

consistently recorded in metadata records), among other reasons. Outliers can also occur

due to issues with altimeters, as instantaneous measurements from altimeters are known to

at times be erroneous (Timmermans et al. 2020). In order to exclude these outliers, for

significant wave heights greater than one meter, residual values greater than 100 percent of

the observed value are removed. The remaining residuals are used to create the synthetic

time series as follows:

• The residuals, calculated as shown in equation 4.1, are normalized by dividing by

the value of the observed significant wave height measured by the buoy, as shown in

equation 4.2.

• From the normalized residuals, one is randomly chosen and applied to each individual

observation of the buoy time series, as shown in equation 4.3.

• The normalized residual is multiplied by the buoy significant wave height value that it

is being applied to and then it is added to that buoy significant wave height observation,

as shown in 4.3.

• This is done for all the observations within the time series after 1985, because this is

when the first altimeter observations begin.

From the synthetic time series, yearly statistics such as the mean can be calculated as

shown in Fig. 4.3 (a). We set the criteria to determine whether there is enough data present

to calculate statistics for each year as follows:
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• There must be a minimum of six months with at least one observation per month in

order to calculate yearly statistics.

• Months without observations cannot occur consecutively.

• Months without observations cannot occur on the first and last month of the year

simultaneously.

(a) Annual Averages (b) Trends of Annual Averages

Figure 4.3 (a) Annual averages for buoy WMO46002 time series (black) and 1000
synthetic time series (blue). (b) Trends of buoy annual averages (black) and 1000
synthetic annual averages (blue).

These criteria are set in order to ensure that the data is reasonably representative of a

full year. For buoys in regions that have large waves during winter, missing three months

during a winter season would greatly impact the yearly statistics and would bias them lower

for that year. Alternatively, missing three months during summer could bias the statistics

higher. However, when setting criteria for calculating yearly statistics it is also important

to make sure that the criteria is not too exclusive, otherwise there will only be a few years

that meet the criteria to be considered when calculating yearly statistics.

Creating yearly statistics from years that have enough data such that they are a rea-

sonable representation of a full year increases the confidence in any trends estimated from
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those yearly statistics. In this study, we estimate trends starting no earlier than from 1985

because this is when satellite altimetry data is first available which is necessary to create

the synthetic time series. As the synthetic time series are generated by randomly choosing

residuals to apply to the buoy observations, it is of interest to generate many of these syn-

thetic time series and then to calculate trends for each synthetic time series. For this study

we generate one thousand synthetic time series for each buoy location in order to have a

wide range of synthetic time series while also considering computational limitations. The

minimum and maximum trends from the synthetic time series indicate the uncertainty range

for the buoy trends estimated based on the combined buoy and altimeter errors and can be

seen in Fig. 4.3 (b).

4.3 Trends and Uncertainty

The first set of results shown in Fig. 4.4 compare trends of the original buoy time series with

trends of the synthetic time series, only using data after 1985. The buoy time series and the

synthetic time series have the same sampling so this allows for direct comparisons of buoy

and synthetic trends at specific buoy locations. It should also be noted that regional trends

cannot be accurately established from this first set of results because each buoy location has

a unique deployment so the time periods at the different buoy locations are not comparable.

Further results will focus on fixed time periods. The objective in this first set of results is to

show how the trends from the buoy time series compare with the trends from the synthetic

time series.

For the buoy trends, the trend plotted is the slope estimated through linear regression. We

obtain the 95% confidence interval of the slope, which is estimated through linear regression.

This calculation specifies the confidence range of the trend estimates based on the values of
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Figure 4.4 Buoy trends (left) and synthetic trends (right) of annual mean (top),
90th percentile (middle), and 99th percentile (bottom) significant wave height for
different time periods after 1985. Color bar represents magnitude of trends in cen-
timeter per year. White dot within marker indicates that confidence interval/trend
range does not cross zero.

the yearly statistics that we use to compute the trends. We use this confidence interval to

determine if the the calculated trends are significant. If the confidence interval is all positive

or all negative this indicates that the estimated trend is significant. When the confidence

interval is either all positive or all negative this is designated by a white dot within the

plotted marker.
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For the synthetic trends, the trend plotted is the mean of the one thousand trends

calculated for each buoy location. The minimum and maximum trends are also identified

and if they are both positive or both negative this is noted and shows that even with the

errors propagated onto the time series the sign of the trend remains constant. When the

trends are either all positive or all negative this is designated by a white dot within the

plotted marker.

Trends are shown for annual mean, 90th percentile, and 99th percentile significant wave

height in Fig. 4.4. From these plots it can be seen that there is very good agreement between

the magnitudes of the buoy and synthetic mean trends. The magnitudes of the buoy and

synthetic 90th percentile trends also have good agreement. And even at the 99th percentile

the magnitudes of the buoy and synthetic trends have good agreement.

For the buoy trends, few of the trends are designated as significant at the 95% confidence

interval. This can be expected because at most buoy locations the range of the confidence

interval is on the order of centimeters per year and the buoy trends are also on the order

of centimeters per year. The range of the confidence interval is indicated by the different

symbols shown on the plots. It should also be noted that the range of the confidence interval

at most buoy locations is smallest for the mean trends and largest for the 99th percentile

trends.

For the mean and 90th percentile synthetic trends, at most of the locations the minimum

and maximum trends are either both positive or both negative. The reason for this is because

most of the synthetic trends are on the order centimeters per year, while the trend ranges

are on the order of millimeters per year. This shows that propagating the altimeter-buoy

residuals to create the synthetic time series has a minimal impact on the overall mean and

90th percentile trends. This is further evidence that most changes to buoy configurations

have a minimal impact on overall buoy trends, as the sign of the buoy trends generally remain
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the same for all of the one thousand estimated trends from the synthetic time series at each

buoy location. However, at the 99th percentile the trend ranges increase significantly and

are on the order of centimeters per year. This results in more locations where the minimum

and maximum synthetic trends are not both positive or both negative. The range from the

maximum to the minimum synthetic trends is indicated by the different symbols shown on

the plots. This shows that propagating the altimeter-buoy residuals to create the synthetic

time series has a much larger impact on the overall 99th percentile trends. Based on these

findings, we only estimate mean and 90th percentile trends when examining regions over

specific time periods.

Figure 4.5 Buoy trends (left) and synthetic trends (right) of annual mean (top)
and 90th percentile (bottom) significant wave height from 1985 to 2017. Color bar
represents magnitude of trends in centimeter per year. White dot within marker
indicates that confidence interval/trend range does not cross zero.

The following sets of results are for the buoy time series and the synthetic time series over

specific time periods. Only data within the specified time period are used, and because the
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synthetic time series are created from the buoy time series the trends for buoy and synthetic

time series are both based on the buoy sampling. This allows for assessments to be made of

regional trends over the specified time periods.

Trends are shown from 1985 to 2017 for annual mean and annual 90th percentile sig-

nificant wave height in Fig. 4.5. For the buoys around Hawai‘i trends are decreasing with

the magnitudes of the trends increasing for the higher percentiles, and most of them are

designated as significant. In the northeast Pacific the trends are mostly decreasing, although

most of them are not identified as significant. The Gulf of Mexico shows neutral trends. The

Australian east coast shows a combination of increasing and decreasing trends with none

identified as significant.

Figure 4.6 Buoy trends (left) and synthetic trends (right) of annual mean (top)
and 90th percentile (bottom) significant wave height from 1989 to 2016. Color bar
represents magnitude of trends in centimeter per year. White dot within marker
indicates that confidence interval/trend range does not cross zero.

Trends are shown from 1989 to 2016 for annual mean and annual 90th percentile signifi-
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cant wave height in Fig. 4.6. The buoys around Hawai‘i again show decreasing trends. The

buoys in the northeast Pacific now show both increasing and decreasing trends, with none

of the trends being identified as significant. Trends in the Gulf of Mexico are again neutral.

The northwest Atlantic shows increasing and decreasing trends but with only the decreasing

trends identified as significant. The Australian east coast shows neutral trends.

Figure 4.7 Buoy trends (left) and synthetic trends (right) of annual mean (top)
and 90th percentile (bottom) significant wave height from 1991 to 2011. Color bar
represents magnitude of trends in centimeter per year. White dot within marker
indicates that confidence interval/trend range does not cross zero.

Trends are shown from 1991 to 2011 for annual mean and annual 90th percentile sig-

nificant wave height in Fig. 4.7. The one buoy during this time period around Hawai‘i

again shows a decreasing trend which is identified as significant for the 90th percentile. The

northeast Pacific shows generally decreasing trends with one buoy being identified as sig-

nificant for the mean and 90th percentile. The Gulf of Mexico shows increasing trends at

the 90th percentile but none of the trends are identified as significant. Along the US east
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coast there are increasing trends with locations being identified as significant for the mean

and 90th percentiles. This is contrast with the Canadian east coast which shows decreasing

trends, however these are not identified as significant. The Australia east coast shows some

increasing trends but none of them are identified as significant.

Figure 4.8 Buoy trends (left) and synthetic trends (right) of annual mean (top)
and 90th percentile (bottom) significant wave height from 1995 to 2009. Color bar
represents magnitude of trends in centimeter per year. White dot within marker
indicates that confidence interval/trend range does not cross zero.

Trends are shown from 1995 to 2009 for annual mean and annual 90th percentile signifi-

cant wave height in Fig. 4.8. Again, the buoys around Hawai‘i show decreasing trends with

two being identified as significant. The northeast Pacific shows mostly decreasing trends

with the only significant trends being identified off the coast of California for the mean and

90th percentile. The Gulf of Mexico shows neutral trends. The northwest Atlantic shows

increasing and decreasing trends with one decreasing trend identified as significant for the

mean and 90th percentiles. The Australian east coast shows mostly neutral trends.
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4.4 Conclusions

The results from the buoy and synthetic time series show that the synthetic time series

are comparable to the buoy time series. The agreement in the magnitudes of the trends

between the synthetic time series and the buoy time series is good for the annual mean,

90th percentile, and 99th percentile trends. Also, the synthetic trends have relatively small

ranges between the maximum and minimum trends, on the order of millimeters per year, for

the annual mean and 90th percentile trends, while the trends themselves are on the order

of centimeters per year. However, for the synthetic annual 99th percentile trends the range

between the maximum and minimum trends is on the order of centimeters per year.

The results for the regional trends showed limited buoy locations with significant trends.

However, from trends that were identified as significant, buoy locations around Hawai‘i con-

sistently show decreasing trends. In the northeast Pacific not many trends are identified as

significant, but those that are significant are decreasing. From the Gulf of Mexico buoys

most of the trends are neutral. The US and Canadian east coasts show a mix of trends with

some significant increasing as well as decreasing trends. None of the buoys located around

Australia had trends identified as significant.
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Chapter 5

Discussion, Conclusions, and Outlook

5.1 Discussion

Of the observational techniques used to measure significant wave height, buoys have many

advantages. One aspect of buoys that cannot be understated is that buoys are an in situ data

source. While satellites have also been shown to be very effective, especially at providing

global measurements, they need buoy data in order to correctly calibrate the raw altimetry

data (Young et al. 2017). Along with this, even with multiple satellite platforms in orbit, the

sampling of a specific location by altimeters will always be limited, with altimeter sampling

being orders of magnitude less than the sampling of buoys. While the use of hindcasts

to estimate significant wave height has the advantage of high sampling rates (subject to

computational resources), differences in how the hindcasts are generated can lead to very

different results (Stopa 2018).

As with any measurement technique, buoys come with inherent uncertainties. We show

that these uncertainties have a minimal impact on trends of annual mean and 90th percentile

significant wave height. After propagating the altimeter-buoy residuals onto the buoy time

series to create synthetic time series the range of the synthetic trends is on the order of

millimeters per year while the trends themselves are on the order centimeters per year, for

the annual mean and 90th percentile. However, the range of the synthetic trends is on the

order of centimeters per year for the annual 99th percentile, so there is less confidence in

trends estimated at the 99th percentile. It should also be reiterated that other observational
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techniques are not free of uncertainties. The different processing techniques used for the

raw data from altimeters has led to significant differences in the final altimeter products

(Timmermans et al. 2020). For this reason buoys have been and will remain an indispensable

ocean observing technology.

With that said, the importance of documenting and storing comprehensive metadata

records for buoy configurations cannot be understated. While we show that the majority

of the changes to buoy configurations have minimal impacts on overall buoy annual mean

and 90th percentile trends, initial changes to buoy processors did in fact have a very large

impact on the overall trends (Gemmrich et al. 2011). Careful documentation of metadata

allowed that specific change to be identified as very significant while also allowing other

changes to buoy configurations to be identified as much less significant. As buoy technology

continues to evolve there is always the potential for a new buoy configuration to significantly

impact overall buoy trends. However, by making sure that any and all new changes to buoy

configurations are carefully documented, if any new configurations do in fact cause significant

biases these data can be removed from the records without sacrificing the entire time series.

Although changes to buoy configurations can lead to inconsistencies within the data

records, we show that these inconsistencies have a minimal effect on trends estimated from

the time series. It is important to recognize that initial buoy processors limited wave height

measurements to ±11 m, which after only a few years was increased to ±20 m (Gemmrich

et al. 2011). This has a clear impact on trends as would be expected, and these initial wave

records are biased significantly lower due to these processing limitations.

In a recent study buoy WMO46006 is analyzed, shown in Fig. 5.1 (Timmermans et

al. 2020), and the question is posed as to why trends shift from positive to negative depending

on where the data record begins. For buoy WMO46006 these trends are clearly affected by

this processing limitation (in this specific case NDBC buoy 46006 uses a PEB payload and
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Figure 5.1 Reprint of "Trends in mean (annual) at NDBC 46006" (Timmermans
et al. 2020)

a WSA processor), and the first three annual averages can almost visually be identified as

outliers. By removing the three initial outliers the trends are corrected. This same conclusion

is made in previous work by showing that rather than using RHtestsV3 to correct the time

series, simply removing these first few years of biased data achieves the same overall results

in trends (Gemmrich et al. 2011).

The method of using synthetic time series to quantify uncertainty addresses two known

issues. Firstly, this method limits data records to those that occur within the satellite era.

So by excluding data before 1985, data with a low bias due to processing limitations are

no longer included in the time series. Secondly, the impact of any other changes to buoy

configurations are better understood by randomly propagating the altimeter-buoy residuals

on the buoy time series. While other changes to buoy configuration undoubtedly have some
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effect, that effect is shown to be quite subtle (particularly when compared to the impact the

processing limitation had on early buoy records). This should allow trends estimated from

buoy records to be viewed with greater confidence.

With this in mind, it is of interest to compare the synthetic trends to trends from recent

studies which use altimeter data records (Young and Ribal 2019). In order to compare

trends to previous studies using altimetry it is important to ensure that the trends are being

estimated over the same time period. However, with data unavailable for Australian buoys

beyond 2017 the synthetic trends are estimated from 1985 to 2017, while altimetry trends

are estimated from 1985 to 2018. It should also be noted that in previous studies altimetry

trends are estimated using the seasonal Mann-Kendall test (Young and Ribal 2019).

The synthetic trends are estimated using linear regression and although the co-located

altimeter-buoy residuals follow a stable distribution, it is important that the errors from

the estimated trends obtained through linear regression follow a normal distribution. We

preform a chi-square goodness of fit test on the errors from the trend estimated for buoy

WMO46002 at the 99% significance level as well as at the 1% significance level, and in both

cases we cannot reject the null hypothesis (that the errors are a random sample from a

normal distribution).

In Fig. 5.2 it can be seen that altimetry and synthetic annual mean trends are decreas-

ing around Hawai‘i, mostly decreasing in the northeast Pacific, increasing in the northwest

Atlantic and neutral in the Gulf of Mexico. The Australian east coast shows a mix of in-

creasing and decreasing for synthetic trends, but trends for altimetry are a mix of increasing

and neutral.

For the annual 90th percentile trends altimetry and synthetic trends are a mix of increas-

ing and decreasing in the northeast Pacific. The trends are increasing in northwest Atlantic

and a mix of increasing and neutral in the Gulf of Mexico. Altimetry and synthetic trends
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Figure 5.2 Altimeter trends (left) and synthetic trends (right) of annual mean (top)
and 90th percentile (bottom) significant wave height from 1985 to 2018 for altimetry
trends and from 1985 to 2017 for synthetic trends. The altimetry trends are reprints
of "Altimeter Hs mean trend (1985 - 2018) [cm/yr]" (Young and Ribal 2019). The
color scale if from -1 (cm/yr) (dark blue) to 1 (cm/yr) (dark red).

are not consistent around Hawai‘i, with altimetry showing mostly neutral trends while syn-

thetic trends are decreasing. Also, along the Australian east coast altimetry shows increasing

trends while synthetic trends are a mix of increasing and decreasing.

There is stronger agreement between altimetry and synthetic annual mean trends than

there is between annual 90th percentile trends. This is likely due to the fact that the

synthetic trends are based on the buoy sampling, which is orders of magnitudes greater than

the sampling for altimetry. The low sampling of altimetry may make it more difficult to

accurately estimate trends in the higher percentiles because those statistics are based off of

limited observations.
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5.2 Conclusions

The results from chapter three show that neither the RHtestsV4 software nor the zonation

technique are able to reliably identify change points in buoy data records of significant wave

height due to the lack of a highly accurate reference time series, answering question one

from the chapter one. While previous studies did identify that early buoy processors were

inducing a low bias on the observations, this was identified not only through RHtestsV4, but

also by simply removing that early data from the beginning of the time series (Gemmrich

et al. 2011).

Table 5.1 shows the trends from Table 1.1 from chapter one, but with the inclusion of

the trends estimated from the synthetic time series. It can be seen that the trends from

the synthetic time series are of the same magnitudes as the trends calculated by Gemmrich

et al. (2011). However, we find the trend of buoy WMO46005 to be negative rather than

positive.

Aside from the change in buoy configuration which caused a significant low bias, there

are no other documented changes to buoy configuration which can be said to induce a bias

in the data records. Furthermore, the results from chapter four of inducing variation based

on both buoy as well as altimeter errors onto the original buoy time series has a minimal

impact on the overall annual mean and 90th percentile trends. In regards to question two

from chapter one, we show in chapter four that the uncertainty induced on buoy mean and

90th percentile trends is on the order of millimeters per year, while the trends themselves are

on the order of centimeters per year. In regards to question three from chapter one, we show

that the uncertainty in trends increases at the 99th percentile, showing a distinct difference

with the uncertainty at the mean and the 90th percentile. With this in mind, buoy records

should be regarded as a data source from which annual mean and 90th percentile trends can
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Table 5.1 Buoy WMO46005 is deployed off of the coast of the state of Washington
and buoy WMO46002 is deployed off of the coast of the state of Oregon, both along
the USA west coast. Trends are estimated for annual averages and 50 year increases
in wave height are calculated from these trends (assuming a continuous linear rate).

46005 Trend 46005 50-yr 46002 Trend 46002 50-yr Study

2.7 cmyr−1 135 cm 1.3 cmyr−1 65 cm (Allan and Komar 2000)

2.1 cmyr−1 105 cm 1.9 cmyr−1 95 cm (Gower 2002)

2.0 cmyr−1 100 cm 2.0 cmyr−1 100 cm (Menéndez et al. 2009)

1.5 cmyr−1 75 cm 1.0 cmyr−1 50 cm (Ruggiero et al. 2010)

0.3 cmyr−1 15 cm -0.2 cmyr−1 -10 cm (Gemmrich et al. 2011)

-0.2 cmyr−1 -10 cm -0.3 cmyr−1 -15 cm M.S. Thesis Leyva (Stopa)

be derived with confidence.

5.3 Outlook

In this study we use synthetic time series to estimate the uncertainty associated with buoy

trends based on yearly statistics. Using the same synthetic time series technique it is also

possible to estimate the uncertainty of the seasonal statistics or monthly statistics. Also,

the synthetic time series could also be created by propagating residuals only within months

rather than propagating all residuals from time series throughout entire time series. Similarly,

residuals could be propagated within specific buoy configurations.

Another method that can be used to understand the uncertainty of significant wave height

records is by first finding the uncertainty range of individual wave height measurements

for buoy. The NDBC network reports a tolerance range of ±0.2 m for most payloads.

Mathematically, this tolerance range can be used to derive the tolerance range for significant
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wave height and for trends as well.

Also, this study can be expanded to include more buoys. While the technique to create

synthetic time series used altimeter data starting at 1985, during that initial period there was

only one satellite in orbit followed by a two year period with no satellites in orbit. There may

be advantages to only considering data after 1993, because this is when there are multiple

satellites in orbit which can be used to cross-validate their measurements (Young et al. 2017).

In a few years, with data available for the year 2023, this will give a data record of 30 years

(starting from 1993) which can be analyzed with greater confidence due to multiple satellites

being in orbit throughout this time period. While longer data records would be preferred in

order to reduce the impacts of inter-annual variability on the time series, a trade-off needs

to be made in terms of length of data record vs. quality of data record. By limiting the

data records in this study to 1985 and beyond, the quality of the data record is significantly

improved. By limiting the data records to 1993 and beyond for future studies, this will only

further improve the quality of the data records, while only excluding eight years from the

overall time series.
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Appendix A

Altimeter Dependence on Individual

Buoys

Table A.1 Percentage of Buoy Data Used in Altimeter Calibration
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Appendix B

Hull, Payload, and Processor ID

Numbering System

NDBC/MEDS HULLS assigns hull id numbers based on metadata, organizes into hulls types

and specific serial numbers.

Hull Id Number Key (hln), numbers in thousandth places indicate hull size:

23000=2.3(m); 30000=3(m); 60000=6(m);100000=10(m); 120000=12(m);

Numbers in hundredth place indicates other variations

1=’C’(MEDS); 2=’M’; 6=’V’(Foam Hull)

Numbers in the tenth place and ones place indicate hull serial number

(ie. 6N05=05, 12D03=03)

NDBC/MEDS PAYLOADS assigns payload id numbers based on metadata, organizes

into payload types and specific wmo serial numbers.

Payload Id Number Key (pln), numbers in the ten and hundred thousandth places indi-

cates payload type:

NDBC

10000=’SCOOP’(1);

20000=’AMPS’(2);

30000=’ARES’(3);

40000=’MARS’(4);
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50000=’VEEP’(5);

60000=’DACT’(6);

70000=’GSBP’(7);

80000=’UDACS(A)’(8);

90000=’MVXII’(9);

100000=’UDACS’(10);

110000=’DACS’(11);

120000=’PEB’(12);

130000=’EEP’(13);

MEDS

140000=’WM’(14);

150000=’ZE’(15);

160000=’*’(16);

Numbers in thousandth, hundredth and tenth place indicates serial number

(ie. ’WM026’=026)

Numbers in the ones place indicates other slight variation

’/’(1);

’Mars’ lower case (5);

’O’vs’0’(8);

NDBC PROCESSORS assigns processor id numbers based on metadata organizes into

payload types and specific wmo serial numbers

Processor Id Number Key (prn) Numbers in the ten and hundred thousandth places

indicates payload type:

NDBC

15000=’DDWM’(1);
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25000=’DWPM’(2);

35000=’WPM’(3);

65000=’WA’(6);

95000=’WDA’(9);

125000=’WSA’(12);

135000=’EEP’(13);

DWWRHULLS assigns payload id numbers based on metadata organizes into payload

types and specific cdip serial numbers

Hull Id Number Key (hln) numbers in hundred thousandth place indicates waverider hull

model:

100000=’FL’;

200000=’Mark 2’;

300000=’Mark 3’;

400000=’Mark 4’

(*this number is assigned for cdip buoys by checking if tophat)

Serial number (payload) starts with a letter

Numbers in ten thousandth place indicates Directional or Non-Directiinal:

0=’Non-Directional’;

2=’Directional’;

(*this numer is assigned for imos buoys in metadataimos function)

Numbers in thousandth, hundredth, and tenth places indicates cdip hull serial number

(all cdip hull serial numbers start with ’30’ so this is not included):

(ie. 30883=883, 30265=265)

Number in the ones place indicates other slight variation

1=’a’;
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2=’b’;

3=’c’;

DWWRPAYLOADS tophat serial number only for cdip

Payload Id Number Key (pln) numbers in hundred thousandth place indicates if serial

number has more 5 numbers or if there are letters included as well:

0=’Less than 6 numbers’;

1=’B1’;

2=’B1’and ’G’;

3=’B1’ and ’CG’;

4=’NA’;

Numbers in thousandth, hundredth, tenth and ones place indicate cdip serial number

(dashes not included):

ie. NA-388=400388, B157126=157126
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Appendix C

Procedure Used for RHtestsV4

The following outlines the procedure we used to execute RHtestsV4 in an unbiased, objective

manner. The procedure is adapted from guidelines in "RHtestsV4 User Manual" (Wang and

Feng 2013).

a) Choose reference series to compare base series to. Analysis is less reliable without a

reference series, particularly because the seasonality of wave data makes the time series more

variable making step changes more difficult to identify.

b) Analyze the reference series alone (treating it as a base series with no reference series).

If no change points are identified, the reference series can be said to be homogenous. If

change points are identified the series may not be suitable to be used as a reference series,

as change points identified may be due to the inhomogeneity of the reference series rather

than the base series.

c) Co-locate between buoy, and hindcast or altimeter to the nearest hour. When a time

series has multiple observations in an hour the observations will be averaged.

d) From the new time series create a monthly average base time series and a monthly

average reference time series. The minimum number of days with observations per month

is chosen to be four days of observations. If a month only has a few observations and the

observations are very different between the base series and the reference series this would

put a lot of weight on those few observations. Only creating monthly averages for months

with at least 4 different days of observations will reduce the impact of outliers impacting the
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data.

e) Create text files for the monthly base series and monthly reference series in the format

specified by the RHtestsV4 user manual.

f) To run RHtest using RStudio, instructions are in the RHtestsV4 user manual, and are

also outlined below.

1) Open RStudio

2) Within RStudio open RHtestsV4_20130719.r

3) Click "Source"

4) In command prompt type "StartGUI()" and click enter

5) Click "I Agree" on GUI pop-up

6) Click "Change Pars" and change "Missing Value Code" to "NaN"

7) Leave other values as defaults:

7.1) Confidence Level: 0.95

7.2) Integer Adjustment: 10000 (corresponds to last segment to adjust data)

7.3) Mq: 12 (number of points for which empirical pdf to be estimated)

7.4) Ny4a: 0 (corresponds to using whole segment of data to estimate pdf)

8) Click "OK" to save parameters.

9) To test homogeneity of base series click "FindU".

10) Click "Change" and choose monthly averaged base series.

11) If no change points are identified the base series can be said to be homogenous

12) If change points are identified click "FindUD".

13) Review list of identified changed points. Remove all type-0 change points with no

reliable metadata within +/- 3 months of change.

14) Click "Step Size" to reassess change points based on current list.

15) Remove any change points that say "No".
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16) Repeat steps "14" and "15" until there are no more change points to remove. This

is the final list of changepoints.

17) To test homogeneity of reference series click "FindU".

18) Click "Change" and choose monthly averaged reference series.

19) If no change points are identified the reference series can be said to be homogenous,

if change points are identified reference series is not for suitable for analysis with base series.

20) To analyze base series with a homogenous reference series click "FindU.wRef"

21) For Input Base Data filename click "Change" and select buoy monthly series.

22) For Ref Base Data filename click "Change" and select reference monthly series.

23) If no change points are identified the buoy series can be said to be homogenous

relative to the homogenous reference series.

24) If change points are identified click "FindUD.wRef" to identify change points that

are significant only if accompanied by reliable metadata (type-0 change points)

25) Review list of identified change points. Remove all type-0 change points with no

reliable metadata within +/- 3 months of change.

26) Click "Step Size" to reassess change points based on current list.

27) Remove any change points that say "No".

28) Review list of identified change points. Change all type-0 change points with reliable

metadata to metadata date.

29) Repeat steps "26" and "27" until there are no more change points to remove. This

is the final list of changepoints.
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Appendix D

RHtestsV4 and Zonation Results

Results from RHtestsV4 and zonation for buoys WMO41001, WMO42003, WMO46001, and

WMO46005, are on the following pages.
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Figure D.1 Change points identified with RHtestsV4 for buoy WMO41001

Figure D.2 Change points identified with zonation for buoy WMO41001
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Figure D.3 Change points identified with RHtestsV4 for buoy WMO42003

Figure D.4 Change points identified with zonation for buoy WMO42003
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Figure D.5 Change points identified with RHtestsV4 for buoy WMO46001

Figure D.6 Change points identified with zonation for buoy WMO46001
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Figure D.7 Change points identified with RHtestsV4 for buoy WMO46005

Figure D.8 Change points identified with zonation for buoy WMO46005
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Appendix E

Images of Different Types of Buoys

Figure E.1 NDBC 12-meter discus buoy (NDBC 2020b)
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Figure E.2 NDBC 10-meter discus buoy (NDBC 2020a)
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Figure E.3 NDBC 6-meter discus buoy (NDBC 2020d)
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Figure E.4 NDBC 3-meter discus buoy (NDBC 2020c)
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Figure E.5 CDIP Datawell Waverider (CDIP 2020)
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