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He lei kaananiau no ke ao nei.

A lei of “managing the rolling beauty of time” for this world.
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Engineering Ph.D. program at Mānoa and sowed the seed in me that I can become an academic in
STEM.
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Mahalo nui loa i mau lālā o ka‘u kōmike. (Gratitude and appreciation to my committee mem-
bers). My heartfelt appreciation to my committee member’s time, attention, and support. I grate-
fully acknowledge Dr. Robert H. Richmond for his valuable discussion to push me to think critically
about the broader impacts of my research. I am grateful to Dr. Babcock for his advice throughout
the years. I wish to thank Dr. Sayed Bateni for his continued interest. I want to express my sincere
gratitude to Dr. Oleson for her encouragement and serving on my committee.

Mahalo palena ‘ole i ku‘u me‘e. (Gratitude and appreciation beyond measure to my dissertation
chair). Last but certainly not the least, no words can express and articulate my appreciation to my
mentor, Dr. Albert S. Kim, for taking me in as his pupil and shaping me to become an academic.
Thank you for providing laboratory space and equipment required during this investigation. Dr.
Kim has taught me the value of self-study, the challenging skills of technical writing, and opened
my intellect to connect the dots. I am also grateful to Dr. Kim for his valuable counsel not only
during this research and dissertation preparation, but throughout my entire academic tenure within
graduate school. I admire and hope to emulate your unstoppable enthusiasm for discovery. I owe a
great deal to Dr. Kim’s family including Mrs. Kim, Ben, and Steve for their sacrifices and lending
him to me for conference travels, extended study, and intensive research.

vii





ABSTRACT

Runoff phenomena from urbanization exist as a leading cause of non-point source (NPS) pollution in
receiving water bodies. Within island communities such as the archipelago of Hawai‘i, discharging
runoffs into the ocean severely affect hydrological, ecological, and anthropogenic environments. Low-
impact development (LID) technologies provide environmentally friendly methods to treat polluted
runoff flows with a reduced flow rate. Among the plethora of contemporary LID strategies, bioswales
are considered as engineered, natural porous media used for the on-site retention of stormwater runoff
and treatment of NPS pollution. Despite the global widespread use of bioswales since the early 1990s,
current design guidances provide mostly empirical estimates of removal capabilities as opposed to
scientific predictions based on underlying transport mechanisms. Thus, design optimization of
bioswales at a fundamentally scientific level has prompted the current investigation to deal with the
ubiquitous problem of stormwater management.

In this dissertation, Chapter 1 provides the overview and underlying purpose of the research,
which explores methods for understanding engineered bioswale phenomena. To achieve this goal,
both theoretical and computational investigations were conducted in Chapter 2 through Chapter 4.
Chapter 2 presents an original conceptual framework to quantify bioswale performance, which treats
a bioswale as an engineering unit consisting of several conventional physico-chemical processes used
in a water and wastewater treatment plant (WWWTP) with basic physical and chemical principles.
A detailed conceptual model was created which described a bioswale as analogous to a conventional
WWWTP process. This comprehensive conceptual model includes applicable fundamental equa-
tions to characterize transport phenomena and evaluate bioswale performance. Chapter 2 suggests
innovative and original perspectives regarding computational fluid dynamics (CFD) as promising
tools to compensate for existing deficiencies within conventional design approaches.

In Chapter 3, CFD simulations were conducted so as to fundamentally investigate hydraulic
and chemical transport phenomena within a bioswale system, as introduced in Chapter 2. In par-
ticular, coupled transport phenomena within a bioswale were studied using the open-source CFD
software, OpenFOAM (www.openfoam.org), which was unprecedented in the theoretical bioswale
literature. The unsteady behavior of momentum and mass transfer was investigated in a double-
layered bioswale by seamlessly linking overland and infiltration flows at various time scales. To study
the diffusive transport of a model pollutant, a new solver named interPhaseDiffusionFoam (avail-
able at https://github.com/enphysoft/interPhaseDiffusionFoam) was developed, which better
mimics interfacial transport phenomena of dissolved non-volatile species at a water-air boundary.
This investigation identified that heterogeneous infiltration patterns are originated in a strongly
coupled manner by stormwater runoff velocity, reverse air flow, and the presence of the drain pipe.
Overall, the 2D CFD simulations, used for multi-phase (water, air, and soil) transport phenomena,
can be further applied to the structural designs of bioswales with specific geometric and hydraulic
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conditions throughout communities all around the world.
Chapter 4 provides theoretical hydraulic-design perspectives regarding the characterization of

the bioswale vegetation layer (BVL). The Chapter 4 study employed a meta-research approach
(“research on research”) consisting of an original meta-theoretical development based on an in-depth
literature review of well-accepted theories. The newly described design equation within this chapter
links stormwater hydraulic properties (represented by Reynolds number Re) and bioswale geometry
(characterized by a geometrical ratio, denoted as ⌘) to predict the minimal bioswale length for
effective performance within an emergent case. An innovative graphical method is developed so
as to estimate the optimized length-to-width ratio of a respective bioswale. Moreover, this study
found that a critical Reynolds number (Rep,cr = 101.5 = 31.623) exists as being universal and,
hence, independent of a geometrical parameter ab. If the Reynolds number is higher than Rep,cr,
then the bioswale geometry solely determines ⌘ without being influenced by stormwater hydraulics.
Cross-validation of the new meta-theory is conducted indirectly using experimental data available
within the scientific literature. Thus, it is recommended based on chapter 4 findings that a safety
factor of 3–5 be multiplied by the theoretical ⌘ (obtained using the graphical method) to ensure
that the BVL zone provides effective hydraulic resistance to sufficiently decelerate incoming runoff
flows within a surface BVL zone. This design theory, with the graphical method, is, to the best of
my knowledge, the first approach that links the hydraulic characteristics of stormwater runoff and
the geometric properties of a bioswale.

Chapter 5 presents the final conclusions and suggestions for the future development of bioswale
systems. The results of this dissertation revealed, for the first time, the relevant underlying physics of
stormwater dispersal within a bioswale as an unsaturated porous media. The present bioswale study
ultimately represents a further step towards designing ubiquitously robust stormwater treatment
facilities so as to protect our precious land and natural waterways.
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CHAPTER 1
INTRODUCTION

1.1 Overview of problem
A bioswale is a landscape structure for reducing stormwater runoff and removing non-point

source pollutants using the chemical, biological and physical properties of plants and soil grains [2].
The bioswale exist as a sustainable and renewable technology for efficient low-impact development
(LID) and best management practice (BMP) [3]. Over the last three decades, bioswales have
been widely implemented to manage on-site stormwater at several urban locations such as parking
lots, roadways, and highways [4–6]. The bioswale hydraulics require in-depth analyses of transport
phenomena through the surface and interior soil zones.

In bioswale design practice, current guidelines and standards do not guarantee site-specific op-
timal performances for regular storm events. At present, five bioswale design methods [7] meet
regulatory goals in extremum (or to the extremum given current objectives) for stormwater man-
agement. These (sizing) methods include (1) Darcy’s law [4], (2) the rational method [8–10], (3)
Manning’s equation [11], (4) the curve number method [12], and (5) the first-flush sizing method
[13–16]. For more reliable and sustainable designs, computational approaches are of great necessity
to improve the LID/BMP designs so as to deal with both quantity and quality issues regarding
stormwater runoff.

Computational fluid dynamics (CFD) has attracted growing attention within various engineer-
ing disciplines, including civil and environmental engineering. CFD can be used to predict the
hydraulic and transport phenomena at the conceptual design stage [17], providing the following
specific advantages. First, CFD can provide a cost-effective means to predict the complex transport
phenomena of momentum, energy, and mass (of chemical species) within the multi-phase envi-
ronment [18]. Second, CFD can calculate flow velocity and pressure profiles of specific hydrologic
scenarios [19], especially when experimental design is restricted due to the environmental conditions
[20]. Third, CFD can generate numerical data sets for scientific visualization while analytical and
experimental approaches have limits to investigate transport processes, especially for coupled cases
[21]. Applications of CFD are, however, limited by the model incompleteness, unknown boundary
conditions, and numerical errors that make verification difficult.

Modeling is critical for design improvement, cost-effectiveness, and (long-term) maintenance of
bioswale systems. In the LID/BMP literature, software programs that can model subcatchment-
scale systems include the Guelph All-Weather Sequential-Events Runoff (GAWSER) model [22],
the Model for Urban Stormwater Improvement Conceptualization (MUSIC) [23–25], the Soil Con-
servation Services (SCS) model using the curve number [26], the Smart Growth Water Assessment
Tool for Estimating Runoff (SG WATER) [27], the Storm Water Management Model (SWMM)
[28, 29], the Storm Water Management Model and Best Management Practice Decision Support
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System (SWMM-BMPDSS) [30, 31], and the System for Urban Stormwater Treatment and Analy-
sis Integration (SUSTAIN) [32]. To date, these modeling investigations of bioswales are primarily
concerned with routine analyses of experimental data through the examination of macroscale water
balances. Throughout the extent of my inquiry, I have found that the current bioswale modeling
research related to hydrology and hydrodynamics provides large-scale investigation of runoff and
infiltration [7, 33, 34], urban water management employing fuzzy logic [35], water reuse [36], runoff
volume reduction at a watershed level [37, 38], and urban runoff control with the SUSTAIN model
[31]. These macroscopic modeling methodologies incorporate only approximate overall mass bal-
ances, and therefore do not precisely describe the underlying fundamental transport mechanisms at
a microscopic scale or pinpoint where ineffective operations of LID/BMP devices may occur.

For the ideal practice of bioswale design, CFD can be an accurate tool to assess various design
configurations for pollutant removal and stormwater runoff reduction. Afrin et al.’s [39] CFD
work investigated the microscopic flow-field through a perforated drainage pipe. However, their
investigation did not include coupled flow-mass transport occurring on the top surfaces and in the
internal spaces of the bioswale. Improperly designed units may cause unexpected hydrodynamic
problems and subsequently make stormwater management more complicated. Well-researched initial
design is essential for long-term sustainability and proper LID/BMP functionality. More specific
and reliable design tools are, therefore, of necessity for the optimized bioswale practices. This
work, for these reasons, aims to develop specific computational theories, numerical algorithms, and,
finally, a CFD solver to predict the performance of bioswale systems based on physical and chemical
sub-processes within bioswale soil-zones.

1.2 Objectives
The objectives of this dissertation, including principal tasks to be accomplished, are formulated

as follows:

1. A survey on the literature regarding bioswale systems (Chapter 2) so as to develop a conceptual
framework to quantify the performance of a bioswale treated as a combination of conventional
physico-chemical processes

2. A study of the unsteady flow behavior of a double-layered bioswale in 2D spaces (Chapter
3) so as to simulate the diffusive transport of a model pollutant by developing a new solver
named interPhaseDiffusionFoam and to determine the influence of a drain pipe on stormwater
infiltration patterns

3. An investigation of the conventional theories of canopy flow (Chapter 4) so as to develop a
design equation for an emergent bioswale vegetation layer (BVL), which suggests the proper
length-to-width ratio of a bioswale as a function of a runoff’s respective hydraulic character-
istics.
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Figure 1.1: Organizational structure of the dissertation.

1.3 Thesis organization
Fig. 1.1 presents an overview of the thesis organization. What stands out in this figure is

that the first two nodes, LID/BMP, and Bioswale are the central focus of this scientific inquiry.
The Bioswale node is further divided into five categories, which represent the five chapters of this
dissertation. The predominant thesis within each chapter investigates specific aspects of respective
engineered bioswale systems.

Chapter 1 investigates the promising potential of bioswale systems and includes a brief overview
of stormwater runoff and management. This initial chapter succinctly describes the relevancy,
urgency, and overall objectives regarding bioswale system research. In Chapter 2, an extensive
review of bioswale systems literature is presented. As show in Fig. 1.1, the Ch. 2 node sub-divides
into Phenomena, Framework, and CFD, which exist as the three primary themes addressed in
Chapter 2. This chapter also investigates the current state-of-the-art technological developments and
practical applications and discusses the origins and usages of specific LID/BMP terminologies. A
universal research framework is proposed regarding how to analyze bioswale systems as a miniature
version of a combined water and wastewater treatment plant (WWWTP). Dominant transport
phenomena are reviewed with basic governing equations so as to quantify bioswale performance.
Since LID/BMP devices are installed underground, transport phenomena are difficult to measure
continuously in real-time. Thus, Chapter 2 presents perspectives regarding how CFD can be used
to investigate the mass and momentum transport phenomena within the subsurface bioswale zone.
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In Chapter 3, as shown in Fig. 1.1, the Ch. 3 node proceeds to discuss CFD for LID. The
CFD platform employed is OpenFOAM [40–42], an open-source software used for multi-physics
simulations. To the best of my knowledge, chapter 3 is the first CFD study on LID devices in the
OpenFOAM literature. Due to computational limitations, a pseudo-2D configuration of a bioswale
was investigated, which provides valuable insights of coupled transport between runoff momentum
and pollutant mass transport phenomena. In this chapter, a new solver, named interPhaseDiffu-
sionFoam (available at 1) was developed to study the diffusive transport of a model pollutant. The
interPhaseDiffusionFoam solver better mimics (than conventional OpenFoam solver, interFoam)
transport phenomena of non-volatile species at a phase boundary between water and air. Results
in chapter 3 have significant potential implication in the design and analysis of bioswales for bet-
ter efficiency and stable maintenance. Findings of this study formed the problem identification of
further study in our next chapter. The newly developed CFD solver is discussed and applied to
characterize a bioswale as a runoff-storing and pollutant-filtering media.

Chapter 4 identifies the design problem that originated from the research detailed in Chapter 3.
From Fig. 1.1, the Ch. 4 node connects to the subcategory of Theory, which further breaks down
into Fluid Dynamics and the Design Equation. In this chapter, a meta-research, meaning “research
of research,” approach is applied, consisting of an in-depth literature review of conventional theories
of canopy flows followed by original theoretical development. A design equation and supplementary
graphical method are presented as efficient tools to determine bioswale length in order to enhance
performance. Fig. 1.1 illustrates that all nodes descending from the initial LID/BMP node lead
to the better understanding of an engineered bioswale’s respective Performance. Finally, Chapter 5
summarizes the conducted research on bioswale systems included within this dissertation.

1https://github.com/enphysoft/interPhaseDiffusionFoam
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CHAPTER 2
UNDERSTANDING BIOSWALE AS A SMALL WATER AND
WASTEWATER TREATMENT PLANT: A THEORETICAL

REVIEW

This part of the dissertation is a manuscript submitted on June 15, 2018, and accepted
for publication on September 12, 2018, to Desalination and Water Treatment.

Stormwater threats can be mitigated with the application of sustainable and renewable technologies
such as low-impact development (LID) and best management practice (BMP). This paper aims to
fill the present gap in practical applications and engineering science regarding modeling bioswales,
a type of LID/BMP devices. Included is a new theoretical framework that treats bioswales as com-
bined physico-chemical processes. A discussion of a coherent analogy between the bioswale and
a conventional water and wastewater treatment plant (WWWTP) is presented without including
biological processes. Finally, we provide new perspectives regarding computational fluid dynam-
ics (CFD) for widespread use as a promising tool to optimize LID/BMP design for stormwater
management.

2.1 Introduction
Low-impact development (LID) and best management practice (BMP) are important compo-

nents within the praxis of stormwater management. These management practices have evolved
considerably in the last five decades. In 1972, the United States (US) created the National Pollu-
tion Discharge Elimination Systems (NPDES) program through the legalization of Section 402 of
the federal Clean Water Act. This action further led to the US Congress amending the Water Qual-
ity Act in 1987, which established a framework for regulating the quality of stormwater discharges.
The NPDES permit, which is issued by the US Environmental Agency (EPA) or an authorized
State [43], has been functional since the 1990s. Subsequently, the term BMP entered mainstream
usage with the intention to control stormwater quality and treat storm flows within urban areas by
emulating pre-development flow regimes [44].

Structural BMPs include the application of artificial units such as infiltration, filtration, deten-
tion/retention systems, wetlands, vegetated systems, and water quality treatment systems. Non-
structural BMPs consist of system maintenance, land-use planning, and outreach programs [45].
A bioretention system (represented by a bioswale) has received close attention in the past thirty
years, as it can effectively provide in-situ stormwater quality and quantity control. A bioswale com-
prises small areas excavated and backfilled with a mixture of high-permeability soil and (optional)
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organic matter. The systems are often covered with native terrestrial vegetation to provide natural
landscaping and maximum infiltration.

The creation of a bioswale, first practiced in Prince George’s County, Maryland, USA [46],
depends on ecological interactions within a natural system for the stormwater and pollutant re-
moval. Interactions between human-made bioswales and the natural environment rely on various
physico-chemical factors, such as precipitation patterns, solute-soil interactions, and size of sediment
particles and soil grains. The infiltration occurs after the runoff process starts until the bioswale is
fully saturated, but the transport phenomenon has a wide span of timescales within this context.
Stormwater infiltration and pollutant convection occur within the order of a few hours, which de-
pends on the size and porosity of the bioswale [47]. The evapotranspiration requires a considerably
longer time span—an order of a few days—based on the characteristics of the vegetation and topsoil
layers [47, 48].

Bioswale modeling is critical for optimal designs, cost-effective building, and long-term mainte-
nance. To date, most simulation investigations on bioswales are limited to the analysis of experimen-
tal data and modeling macroscale (e.g., watershed) water balances. Specifically, bioswale modeling
research related to hydrology and hydrodynamics include runoff and infiltration [33, 34, 49], ur-
ban water management employing fuzzy logic [35], water reuse [36], runoff volume reduction at
a watershed level [37, 38], urban runoff control with the System for Urban Stormwater and the
Analysis Integration (SUSTAIN) model [31] and DRAINMOD [49]. Palla and Gnecco [50] simu-
lated the hydrologic responses of an urban catchment for various rainfall scenarios using the EPA
Storm Water Management Model (SWMM) with LID control modules for a large land area of 5.5
ha. Their results confirmed that land use should be minimized for effective LID operation, and
hydrologic performance improves as the size of the effective impervious area decreases. Xu et al.
asserted that SWMMM provides the highest level of accuracy in design tools [51]. In particular,
Xu et al. investigated optimal ratios of land-use/land-cover for the development of urban catch-
ments, however, this approach did not consider localized phenomena to optimize the performance
of a single LID device. Similarly, Bloorchian et al. used the personal computer stormwater man-
agement model (PCSWMM) which is a GIS version of EPA SWMM. This method is an idealized
subcatchment approach to simulate runoff reduction within a bioswale, vegetated filter strip, and
infiltration trench using the Manning’s equation [52]. Other modeling studies directly related to
bioswale have investigated the removal of suspended solids and metal ions from the urban runoff
flows [53–55]. For bioretention systems, Brown et al. predicted the continuous, long-term hydrologic
response of the technology to influent runoff using DRAINMOD [49]. The calibrated and validated
model predicted runoff volume for contributing area runoff of varying imperviousness. Similarly,
Hathaway et al. studied bioretention function under possible climate change scenarios in North Car-
olina, USA, utilizing calibrated DRAINMOD models to establish hydrologic regimes under present
day and projected future climate scenarios [56]. Their study focused primarily on water balances
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to cope with increased rainfall magnitude instead of dealing with specific chemical, physical, and
biological transport phenomena. However, these modeling studies were limited to the analysis of
experimentally observed data and did not consider a range variation of bioswale configurations.

Green roof systems, a type of LID device, perform similar primary functions as a bioswale with
regards to runoff reduction and pollutant removal. Stovin et al. developed a conceptual hydrological
flux model and used 30-year hourly climate projections in multiple United Kingdom locations to
simulate the long-term runoff and drought risk associated with the application of green-roof systems
[57]. Their modeling methodology was based on solving governing equations of large scales from
hydrological and agricultural science literature. A comprehensive review study concerning green
roof’s hydrologic performance can be found elsewhere in the literature [58]. A similar technique can
be employed to estimate a long-term performance of unit bioswale systems based on fundamental
governing equations in fluid mechanics. We believe that computational fluid dynamics (CFD)
modeling is a more accurate simulation approach, which can also predict the momentum and mass
transport across the bioswale. The coupling of surface and porous-media flows with non-volatile
solute transport in an aqueous phase, however, presents a difficult task in the achievement of
rigorous modeling of bioswale systems. Afrin et al.’s most recent CFD work investigated the flow
field through a perforated drainage pipe [59], but their work did not include coupling of the overland
and infiltration flows on the top bioswale surface. For accurate prediction and design optimization
of bioswales, a holistic modeling framework is of great necessity, which can consist of dominant
transport mechanisms and governing equations for each subzone within the bioswale.

This review paper proposes that a bioswale, on a theoretical level, can be considered as a com-
bined unit process of hydraulic, chemical, and biological treatments. Therefore, the paper describes
a coherent analogy between the bioswale and a conventional water and wastewater treatment plant
(WWWTP). The theoretical framework includes dominant transport mechanisms and governing
equations for accurate prediction and design optimization. Finally, our work provides new perspec-
tives of using CFD as a universal modeling platform to specifically investigate coupled transport
phenomena in bioswale systems.

2.2 Theoretical review of basic transport phenomena
This section includes the fundamentals of transport phenomena in direct relation to those that

take place in a bioswale. The momentum transfer phenomena include overland surface flow, outgoing
overflow, infiltration, and drainage; and the mass transfer phenomena comprises sedimentation,
granular media filtration (GMF), and granular activated carbon (GAC) adsorption. Our technical
review focuses on specific models of each subprocess with governing equations, which can further
enhance a holistic understanding of the bioswale transport phenomena.

2.2.1 Overview of specific processes
A bioswale contains numerous external and internal components. An inlet structure is created

in a bioswale as a slanted surface to direct urban runoff from the surrounding areas. The top area
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Figure 2.1: Schematic of a typical bioswale system.
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of a bioswale is designed to store ponded water. An overflow bypass diverts accumulated water that
exceeds the respective unit’s ponding capacity. An underdrain structure, or pipe, can be optionally
installed at the bottom of the unit to prevent unnecessary water stagnation over a prolonged period.
Filtration media is an amended soil that contains considerably higher permeability compared to
those of the natural ambient soil materials. Considering the previously mentioned structural aspects,
a bioswale can be perceived to form a miniature WWWTP.

Figure 2.1 offers a schematic diagram of a typical bioswale system. In this study, we analyze
transport phenomena in a bioswale, considered as a complex system containing numerous unit
processes as described as follows. First, the inlet structure and the top surface of a bioswale usually
contain vegetation layers, consisting of grasses, low-growing plants and ground cover, which are
known as short plants. These vertically embedded natural objects offer hydraulic resistances to
runoff water and capture large debris on or within the vegetation layers. One of the functions of
the vegetation layer is analogous to the performance of bar racks in WWWTP. The top surface of
a bioswale is often located slightly below the overflow structure in order to generate a necessary
ponding capacity. Runoff water flows in a lateral direction from the inlet to the outlet sides. As the
vegetation in this potential ponding zone offers significant hydraulic resistance, flow deceleration
can enhance the sedimentation rate of large particulate materials on orders of 10 microns or above.
Second, a mulch layer may cover the root zone of the plants, which can provide organic environments
for small living organisms [7, 60]. This mulch layer is installed to conserve soil moisture and prevent
weed growth. Conversely, a dry mulch layer absorbs initial rainwater and contributes to the removal
of specific chemicals in runoff water. Third, the granular soil media has high permeability and is often
mixed with organic matter to enable the adsorptive removal of organic pollutants. The combined
media, consisting of the top mulch layer and the internal mixed-soil zone, can play similar roles
of GMF of particulate materials, GAC adsorption of organic matter, and biological degradation of
inorganic pollutants in the WWWTP.

Fourth, the porous zone covering the underdrain pipe comprises of gravel or stones, which possess
considerable hydraulic conductivity. This underground drainage mimics the distributing unit of
WWWTPs, because discharged water may not contain a higher pollutant concentration than that
within the runoff. Primarily, a bioswale can significantly reduce stormwater volumes through real-
time infiltration and post-storm evapotranspiration. The bottom drain zone of a bioswale can be
specifically designed to retain previously infiltrated water until the occurrence of the next storm
event. As the hydraulic permeability of the bioswale soil is usually considerably higher as compared
to that of the ambient soil, the permeability at underground boundaries between the bioswale and
ambient soil zones may not serve as a significant factor so as to estimate the bioswale performance.
Fifth, the water volume, initially reduced by a dry bioswale, is equal to the internal void volume
of the bioswale (i.e., the overall volume multiplied by the average porosity of the composting soil
media). When a dry bioswale becomes fully saturated with infiltrated water, various pollutants
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from non-point sources can be captured and removed by the bioswale at the point sink. Prediction
of the pollutant removal by the bioswale is a difficult task because the chemical and biological
characteristics of the bioswale are only partially known. In this section, we specifically characterize
a bioswale in terms of overland and infiltration flows, vegetation layer of high hydraulic resistance,
sedimentation of suspended solid in the vegetation layer, GMF of fine particles by soil grains, GAC
process for the adsorption of organic matter, and underground drainage. Pollutant removal using
microorganisms living in the bioswale is another important topic, which is, however, out of our
research scope, as the fluid flow and chemical transport significantly influence biological activities
in engineered systems. Conventional and contemporary theories are introduced to investigate the
complex transport phenomena in the bioswale.

Overland flow on the bioswale surface consists of inflow and overflow of the bioswale, and the
fractional difference between these two flow types is equivalent to the infiltration flow. Darcy’s
law and the principle of continuity of flow through a porous media dictate the form of equations
prescribed to describe the infiltrating motion of water through a particular kind of soil. As water is
an incompressible fluid, flow rates of the inflow, overflow, and infiltration flow are strongly coupled
by the constant density and viscosity of water. The rigorous numerical solution that completely
couples groundwater to surface water through a non-homogeneous soil is represented by the Richards
equation

@✓

@t
=

@

@z


K (✓)

✓
@h

@t
+ 1

◆�
(2.1)

where K represents the hydraulic conductivity, h implies the matrix head induced by capillary action
as a function of x and y in three-dimensional space, z refers to the elevation above the vertical
datum, ✓ is the volumetric water content, and t is the time. The Richards equation, in reality,
comprises of several models and numerical techniques for a better approximation of infiltration, and
the multidimensional Richards equation can be applied to simulate the solute transport for various
cases but barely used to investigate LID/BMP systems [61].

2.2.2 Flows in free and porous spaces
If the solid matrix possesses uniform porosity and a constant saturation ratio initially, then some

theoretical approximation are available to solve the infiltration flux for a single rainfall event [62–
65]. Green and Ampt assumed that the soil surface is covered by a thin water layer with negligible
thickness [62], which implies that its infiltration capacity fp is a linear function of S/L

fp = Ks
L+ S

L
(2.2)

where S represents the capillary suction at the wetting front, L forms the distance from the soil
surface to the wetting front, and Ks represents the hydraulic conductivity of a saturated zone.
However, Mein and Larson [63] re-defined
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dF
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= KS
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where F is the cumulative depth of infiltration, equivalent to S�✓, and �✓ represents the initial
moisture deficit. The Green-Ampt Mein-Larson approach presumes the slope of the energy line as
identical to the slope of the flow plane. These basic mass balance equations implicitly assume that
the overland flow of a finite water-depth does not affect the infiltration rate.

For a shallow overland flow, a kinematic wave equation is expressed as

@A

@t
+

@Q

@x
= jeb (2.4)

where A represents the wetted cross-sectional area of the plane flow, Q the discharge rate, je the
rainfall excess (velocity), and b stands for the lateral extent of the flow. Eq. (2.4) indicates that the
precipitation flow rate equals the difference between the inflow plus the discharge rates per length
along the direction of the surface flow. The velocity and pressure gradients, nevertheless, are still
assumed to be negligible in this case.

In CFD, a free-surface can be modeled to track and locate the phase interface using the Volume
of Fluid (VOF) method [66, 67]. A two-phase flow of incompressible and immiscible fluids of air
and water with a specific surface tension can be examined in a full domain consisting of an open
space and a porous medium. Instead of dealing with transport in each phase separately, a phase-
averaging method was employed in the VOF method. For a mixture of water (denoted as 1) and air

(denoted as 2) in a fluid cell, their fractions (↵) should satisfy a sum rule:
[

i= 1]2
P

↵i = ↵1+↵2 = 1,
indicating that the volume of the fluids is invariant. The evolution of ↵i is governed by the following
transport equation

@↵i

@t
+U ·r↵i = 0 (2.5)

where U represents the mean velocity of the fluid because all the fluid is assumed to be incom-
pressible in the VOF method. The incompressible form of the governing equation includes the zero
divergence of (r ·U = 0). The Navier-Stokes (N-S) equation for this case is

@U

@t
+r · (UU)�r · (⌫rU) = �rp (2.6)

where ⌫ represents the kinematic viscosity and p forms the pressure. The basic balance equations
(2.5)-(2.6) of the VOF method can be employed to accurately simulate the overland flows on various
types of surfaces. To the best of our knowledge, CFD applications for the initial design stages of
bioswales or LID/BMP are very limited within the literature.

Fluid dynamic simulations in interstitial spaces between soil grains continue to pose a formidable
task for researchers. Instead, the soil media can be treated as a uniform porous media characterized
by the use of constant porosity and hydraulic conductivity or permeability. In isotropic porous
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media, the volumetric flux density q, i.e., flow rate per unit cross section, can be expressed using
Darcy’s law

q = �

µ
rp (2.7)

where  and µ represent the soil permeability and the water viscosity, respectively. When an inertial
effect of the porous media flow is important, the pressure gradient exerts non-linear effects on q,
expressed as Darcy-Forchheimer law

rp = �µ


q � ⇢

I
|q| q (2.8)

where I represents the inertial permeability. Note that q implies an average flow rate of fluid
through a porous media per unit cross section, equal to the incoming or exiting velocity of the
porous medium. In this case, we have q = U on the boundary between the free and soil spaces.
The microscopic fluid speed between adjacent soil grains must exceed q and be approximately equal
to q divided by the average porosity.

In a 2017 study, García-Serrana et al. discussed significant issues on bioswale modeling research
[68]. These are summarized as follows: (1) seamless integration of the overland flow and infiltration
models, as the overland flow is influenced by slopes and lateral surface properties; (2) the accuracy
of the side-slope model, which is currently limited to Manning’s equation adopting the slope and
roughness parameters; (3) optimal relationship between the lateral slope and surface characteristics
of a bioswale; and (4) effects of hydraulic properties on runoff volume reduction. To the best
of our knowledge, VOF and Darcy’s law, also known as the Darcy-Forchheimer law, have not
been combined and applied to investigate the fluid dynamic characteristics of the bioswale at a
fundamental level. In our opinion, the theoretical combination constitutes a fundamental approach
for the simultaneous modeling of overland and infiltration flows in bioswale. The effect of water
depth and speed on the infiltration rate can be systematically examined by considering specific
scenarios such as the relative magnitude of rainfall rate, saturated conductivity, and infiltration
capacity. The VOF is believed to constitute a reasonably accurate model. This approach can be
applied to resolve the runoff flows for impervious rough surfaces. One can examine the optimal
conditions for the geometric configuration of the side-slopes and the hydraulic properties of the
bioswale soils, which can be employed to optimize the bioswale performance. The bioswale design can
be enhanced for specific sites through the consideration of regional patterns of precipitation rates and
runoff flows. This fundamental fluid-dynamics approach does not require the calibration of specific
parameters utilizing observation or simulation data sets. Bioswale designs will be less sensitive to
empirical correlations of transport phenomena, of which universal applications are fundamentally
questionable.

2.2.3 Vegetation layers

The use of asphalt and concrete surfaces has altered environmental hydrodynamics and surface
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erosion on natural ground since it was first used to pave streets throughout the US in the 1870s [69].
In practice, the retrofitting of paved surfaces to natural vegetated systems can allow the re-saturation
in the first few inches of topsoil, thus reducing stormwater runoff [70, 71]. The vegetation layer in
a bioswale offers specific hydraulic resistance and modifies the overland flow [72]. The damping
capability of the vegetation layer decelerates the plane flow over the bioswale surface and dissipates
the hydrodynamic energy carried by the runoff water. Non-vegetated bioswale surfaces are often
subjected to soil erosion, due to low-quality landscaping. The essential plant characteristics for
creating a flexible vegetation layer comprise volume-fraction, size, shape, and thickness. Native
species plantings are preferred for overall bioswale sustainability, but they do not always provide
optimum solutions for hands-free maintenance. The structure of vegetation layers, therefore, require
careful design to ensure the optimal, consistent operation of a bioswale. The calculation of the
hydraulic resistance of the vegetation layer is a complex task due to the intrinsically flexible features
of the plants. Depending on the runoff depth, the vegetation layer can be described as submerged
or emerged.

The following review includes further research work on fluid flows over or through rigid and
flexible vegetation layers. Vargas-Luna et al. [73] stated that there are limited modeling studies
that investigate vegetation effects on morphodynamics, performance, and applicability ranges. In
CFD modeling, the vegetation layer can be represented by cylindrical rods if the plants have enough
rigidity. Zhang et al. [74] examined the transverse distribution of open-channel velocity through an
artificial emergent vegetation layer. In their, pairs of large and small buoyant spheres form a chain-
like flexible structure, which resembles buoyant-positive emergent plants. They modified Shiono
and Knight’s work [75] (hereafter referred to as SK) concerning depth-averaged N-S equations and
supplemented the vegetation drag force Fd expressed below
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where ⇢ represents the fluid (water) density, g constitutes the gravitational acceleration, f the drag
coefficient, ⇣ the transverse eddy viscosity coefficient, H the water depth, S the bed slope, and U

and V represent the flow velocity components in x� and y�directions respectively. The subscript d
(of Ud and (UV )d) indicates the depth averaging of a respective quantity. A central approximation
employed within the Zhang et al.’s approach is (UV )d = kU2

d , where the empirical proportionality
K̄ is determined by fitting suitable experimental data. An asymptotic solution was developed as
follows: U2

d = C0+C1e(�1y)+C2e(�2y), where coefficients Ci and �i are determined using boundary
conditions. Calculated depth-averaged velocities demonstrate reasonable agreement with measured
data for various water depths. Differences between measured and simulation results were observed
primarily along the interface between the vegetated and non-vegetated domains. This consistent
discrepancy must be caused by the strong 3D turbulence flow at the interface. Note that the depth-
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averaged NS equation is fundamentally limited to the depth of maximum 0.2 m. In a 2013 study,
Liu et al. modified the SK method for both emergent and submerged vegetation and derived the
depth-averaged velocity and bed shear stress of an open channel flow [76]. The Liu et al. research
group discovered that the sign of the secondary flow parameter is determined by the rotational
direction of the secondary current cells and is dependent on the flow depth. Thus, it is implied that
overlooking secondary flow seems to cause a noticeable computational error.

Since real-world flows are transient, the large-eddy simulation (LES) approach is a standard
method for many turbulence investigations. To study the flow, scour, and transport processes,
Kim et al. [77] applied the LES approach with a ghost-cell immersed-boundary method proposed
by Nabi et al. [78] and computed the flow and bed morphodynamics through model vegetation
consisting of emergent rigid cylinders. This approach provided a robust framework of combined
hydrodynamic modeling, sediment transport, and a morphodynamic approach. In principle, the
LES method resolves the computational issue of the large eddies first and then computes smaller
ones with a turbulence closure. The subgrid-scale (SGS) stress deals with the effect of small scales
on the resolved turbulence [79]. The morphodynamic model created by Kim et al. mimics the
temporal elevation of the bed due to the growth of deposited particles and offers a reasonable
agreement between the computation and actual experiments [77]. LES applied with the ghost-cell
method, however, does not accurately account for the fluid velocity of the free surface, which is
treated as a rigid surface for local acceleration. Gao et al. employed a 3D LES approach with
the finite volume method (FVM) so as to simulate the flow field and buoyant jet dilution through
emergent vegetation [80]. The presence of vegetation diminished the channel velocity but promoted
strong flow spreading and effluent dilution. Lu and Dai employed various CFD methods (LES,
Reynolds-averaged Navier-Stokes, laser Doppler anemometer, and particle image velocimetry) to
model 3D flow fields and scalar transport in an open channel consisting of submerged and emergent
vegetation layers [81]. Lu and Dai obtained a reasonable agreement between the simulation results
and data measurements. In the case of understanding bioswale performance, the LES approach can
be applied to simulate flow patterns in the vegetative layer.

Wang et al. examined the interplay between emergent vegetation density and rainfall intensity
[82]. They represented the dimensionless drag term, Cd, by modifying the Saint-Vanent equations as
a function of bed slope, pressure, advection, and rainfall rate. However, to analyze this correlation,
a few parameters should be determined through empirical data fitting. Therefore, the model pre-
dictability is limited to available experimental data of a specific bioswale. Bioswale research tends
to neglect the heat transfer between runoff water and bioswale soil layers. Larmaei and Mahdi ap-
plied the double-decomposed depth-averaged continuity and momentum equations to simulate 2D
heat flux, and fluid flows in various vegetation layers [83]. In their work, case studies compared the
effects of different plant configurations for emergent and submerged vegetation. It was shown that
the vegetation structure primarily influences the flow field followed by the heat flux. For long-term

14



operations, evapotranspiration of the bioswale must depend upon humidity and temperature pro-
files. This review shows that little research has investigated systematically coupled heat and mass
transfer in a bioswale.

Our current understanding of vegetation effects on fluid flow and sediment transport is limited to
the use of simple models, which are primarily based on experimental approaches. In the past decade,
advances in computational resources have been made to simulate flow fields within vegetation layers,
as described previously. However, less explored topics in CFD research include how the vegetation
layer controls the particle sedimentation by exerting effective hydrodynamic drag forces and torques.
In particular, limited research has been conducted to estimate the apparent coefficient of vegetation
drag in terms of plant species, biological characteristics, geometric configurations, and the Reynolds
number. Since these flow behaviors in bioswales are very complex, the derivation of analytic solutions
through mathematical calculations is a challenging task. Therefore, we suggest CFD simulation as a
reliable, complementary tool for the precise prediction of coupled phenomena not only for vegetation
fluid dynamics but also for gaining an in-depth understanding of basic transport phenomena of the
respective bioswale.

2.2.4 Sedimentation

Sedimentation plays a significant role in solid-liquid separation. In the initial stages of a pre-
cipitation event, stormwater enters the mulch and vegetation layers, where surface clogging occurs
initially due to the deposition of organic matter and particulate sediments. Fine particles (less than
6 mm in diameter) are primarily responsible for surface clogging, which progressively reduces the in-
filtration rate [84]. A few micron-sized particles are subjected to both the Brownian motion and the
shear rate so that the dynamic behavior of the particles is generally hard to predict. The reduced
infiltration rate is ascribed to the reduction of soil porosity and, hence, hydraulic conductivity. In
practice, it is recommended to replace the bioswale soil mixture every 15 years due to the long-term
accumulation of particles and pollutants, which leads to clogging and exhaustion of the bioswale,
respectively [85]. Conversely, whether 15 years constitutes a reasonable life expectancy remains
contestable. Effective maintenance strategies include the replenishment of the mulch layer, removal
of weeds and dead plants, and stabilization of eroded soils [86, 87]. Filter strips and grass swales
are widely used as a pretreatment for other LID/BMP approaches to prevent premature clogging.
When the pollutant removal is less important than the runoff mitigation, swales and filter strips do
not contain an engineered filter media or soil matrixes [12, 88, 89]. Restoring the bioswale capac-
ity after each storm event must be a more significant issue in the maintenance strategy instead of
replacing the engineered soil matrix periodically. Lu and Dai specifically investigated scalar trans-
port in a flow through a vegetated channel by combining momentum and diffusion equations [81].
Incompressible continuity and N-S equations were employed to attain the momentum transfer. The
convection-diffusion-reaction equation was applied for the solute transport in the following manner
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+r · (uC) = r · (DtrC) + Sc (2.10)

where C and Dt are the concentration and effective diffusivity of particles, and SC represent a
source term. Furthermore, the random walk equation was employed to track the diffusing particles,
originally studied by [90] as depicted below
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where xp and ūprepresent the position and mean velocity of a particle, and ⇠p represents a random
number following the normal distribution of zero mean and unit variance. The last term in Eq.
(2.11) represents the Wiener process that considers the average length of the random displacement
as proportional to

p
�t. Note that, in Eq. (2.11), the convective displacement increases linearly with

�t. Furthermore, the diffusivity Dt superimposes molecular, turbulent, and mechanical diffusivities.
The simulation results of this study are consistent with experimental observations, but mass diffusion
phenomena appear to be double-counted in Eulerian Eq. (2.10) and Lagrangian Eq. (2.11).

Bergman et al. applied a mass balance to model clogging in an infiltration trench (for a single
trench) [91]. The performance of two stormwater events was compared using the operation data of
the initial three years and periods between years 12 to 15. They simulated the clogging phenomena
and applied Warnaars et al.’s semi-conceptual infiltration model to verify their predictions [92].
Further, Mikkelsen et al. introduced the clogging trend of a trench and described infiltration rate,
Qf [93] as follows

Qf = Kfs,bottom · l · w +Kfs,sides · 2h · (l + w) (2.12)

where Kfs comprises the field-saturated hydraulic conductivity, estimated using simple flow theory,
and l, w, and h represent the trench dimensions. The formation of a clogging layer of fine particles
between the soil and trench was modeled with the assumption that the clogging layer thickness
increases linearly with respect to time. An effective value of Kfs,bottom was formulated as a function
of time
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(2.13)

where the parameter bi denotes layer thickness, and indexes 1 and 2 denote the initial soil layer
below the trench (thickness unknown) and the clogging layer, respectively. For simplicity, the
soil-layer thickness was assumed to be equivalent to the total thickness of sedimentation. The
parameter c varies with the soil layer thickness (b1), growth rate of the clogging layer (a), and
its hydraulic conductivity (K2). Bergman et al. observed that clogging in the infiltration trench
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reduced infiltration rates by a factor of 2 to 4 after the 15th year of operation.
Achleitner et al. used a mass balance to describe the contaminant removal capacity of local

infiltration devices, installed within six parking lots [85]. The motivation behind this study revolved
around questions regarding whether this considered life expectancy value was feasible. The majority
of Cu concentrations were found to be retained in the first 30 cm of soil, which did not exceed the
limit of 100 mg/kg. This assessment was conducted using mass balance equations for the total
accumulation of Cu after 15 years. Only one site out of six was found to exceed the regulatory limit
values.

Furthermore, Le Coustumer et al. examined the clogging phenomena of stormwater biofilters in
temperate climates, using the results of a long-term (72 weeks) laboratory experiment [94]. They
observed that smaller systems, in relation to their catchment loads, demonstrate greater suscepti-
bility to clogging as the hydraulic and sediment loading increases. Specifically, they reported that
infiltration systems clog over the 72-week testing period by a decreasing factor of 3.6. In biofil-
ters’ design, the careful selection of appropriate vegetation and structural sizing is recommended
to maintain low clogging phases. The particle deposition layer, however, can serve as a dynamic
pretreatment step for long-term media filtration.

In the design of permeable pavements, a clogging factor is computed [95] as follows

Clogging Factor = Yclog · Pa · CR · (1 + VR) · (1� ISF)

T ·VR (2.14)

where Yclog constitutes the estimated number of years required for a complete clogging, Pa represents
the annual rainfall amount over the site, CR denotes the pavement’s capture ratio (defined as
the area that contributes runoff to the paved area), VR represents the system’s void ratio, ISF
constitutes the impervious surface fraction, and T stands for the thickness of pavement layer.

In a 2014 study, Kachchu Mohamed et al. investigated the utility of swales as a pre-treatment
for clogging before stormwater enters the permeable pavement systems [96]. They observed that
short swales shorter than 10 m achieved 50-75 % removal of total suspended solids (TSS) and swales
longer than 10 m only provided a marginal 20% reduction in TSS. Their study does not provide
an analytical formulation (validated by experimental observations) to predict optimal swale length
depending on various overland flow velocities. These results, however, suggest that excessively long
swales may not present a cost-effective solution to treat stormwater runoff.

Sun and Davis investigated the fate of heavy metals (Zn, Cu, Pb, and, Cd) with two mass
loadings in laboratory pots for modeling bioretention systems [97]. The treatment of stormwater
runoff showed that the removal ratio of the influent metals is higher than 90% within 25 cm of
the bioretention depth. The removal efficiencies for Zn, Cu, Pb, and Cd are proportional to the
contaminant loadings. Based on the laboratory study, soil replacement took place within a depth
of 25 cm, but the roles of mulch and vegetation layers were not specifically studied.

The current understanding of clogging phenomena was limited to the physical modeling studies
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used for permeable pavements [98], river morphology [99], and riverbank filtration [100]. Locatelli
et al., for example, overlooked clogging in the determination of the static performance parameters
of inflow and outflow rates for infiltration trenches, despite the existence of extensive experimental
research showing that the build-up increases over runoff time [101]. Thus, additional research is
required so as to model clogging reduction when LID/BMP takes place in a treatment train in
series. Existing literature does not include a universal modeling technique for LID/BMP systems
and specifically does not distinguish between surface and subsurface clogging mechanisms. To the
best of our knowledge, there are no studies that have investigated the effects on surface clogging of
bioswales from wind erosion and dust particles. We believe that multi-phase and multi-scale CFD
may provide a fundamental framework for elucidating the surface and subsurface clogging near top
bioswale surfaces.

2.2.5 Granular media filtration
The basic model for the granular media filtration was first developed by Yao et al. [102]. Without

the inclusion of chemical or biological reactions of particles, a filter equation was derived as

ln
C

C0

= �3(1� ✏)⌘↵L

2dc
(2.15)

where C0 and C represent influent and effluent concentrations of suspended particles, respectively, ✏
and L form the porosity and length (or depth) of the filter media, respectively, dc represents the filter
grain diameter, and ⌘ and ↵ constitute the transport and attachment efficiencies, respectively. The
transport efficiency ⌘ includes three representative mechanisms: the interception (⌘I) of particles
moving along streamlines, sedimentation (⌘G) of particles due to gravitational forces, and Brownian
diffusion (⌘D) based on random displacements. A superposition approach, i.e., ⌘ = ⌘I + ⌘G + ⌘D,
is widely applied to combine the three major transport mechanisms [103–105]. To accommodate
the effect of dense granular packing, Nelson and Ginn employed Happel’s sphere-in-cell porous
media model to calculate the effective flow field near grains and capturing efficiency [106]. Various
applications of Happel’s cell [106] model can be found elsewhere [107–110]. In addition to these
basic filtration mechanisms, gradual changes in infiltration capacity based on filter ripening and
surface clogging form important practical concerns for long-term stable operation and maintenance
of GMF.

The soil matrix of a bioswale is similar to the GMF used in WWWTP, in which suspended
solids are removed by the passage of water through a porous media. Unlike that in WWWTP,
intermittent wet and dry periods represent unique natural occurrences in the bioswales and, in
general, stormwater treatment systems. These conditions may affect the removal of pollutants.
The direct application of the GMF theory within a bioswale system requires a restriction that the
interstitial spaces between soil grains are completely saturated. A further fundamental investigation
is specifically required for particle filtration within the saturating bioswale during coupled runoff-
generated infiltration [111–114].
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LID type Soil Pollutant Removal Scale

Bioretention [47] Sand, soil, and
mulch P 67.0-98.0% Laboratory

Bioswale [116]

Engineered
soil (75% lava
rock and 25%

loam soil)

Minerals
Metals
Carbon
Solids

95.3%
86.7%
95.5%
95.5%

Field

Rain garden [117] Sand
Cu
Pb
Zn

56.4-93.3%
81.6-97.3%
73.5-94.5% Laboratory

Sand/topsoil
Cu
Pb
Zn

53.0-77.4%
89.1-96.9%
81.2-87.9%

Topsoil
Cu
Pb
Zn

0.3-69.0%
89.5-98.6%
60.5-71.4%

General LID [118] Biochar

Metals &
metalloids
Organics
Nutrients

0.0-75.0%
45.0-100%
29.2–100%

Laboratory
and field

Bioretention [119]

Sand/compost,
sand, pea,
stone, and

gravel layers
without

sorbtive media

TSS
N
P

89.0-97.0%
38.0-.57.0%
86.0-94.0%

Laboratory
and field

Table 2.1: Studies examining granular carbon adsorption by LID

The gain and loss of transported particles on a porous surface are controlled by wind-influenced
evapotranspiration intensity in dry weather and rainfall intensity in wet weather [55]. During a
storm period, the suspended particles in the runoff stream accumulate upon the bioswale surface
and reach a steady state that balances sedimentation, filtration, and overland flow. Delleur reviewed
fundamental approaches regarding sewer sediment movement in 2D, which includes roles of bedload
movement, suspended load, total load, near-bed solids for both steady and unsteady flows; and
emphasized the significance of the particle size distribution [115]. As of 2018, models that can
provide analytic equations for the particle transport in unsaturated media are still in a developing
stage given current literature and have not been used for bioswale applications.

2.2.6 Organic and inorganic pollutant removal
Organic materials can be mixed with engineered soil grains to enhance the removal of organic

pollutants in runoff water. In the granular activated carbon (GAC) process of WWWTPs, an
adsorption isotherm quantifies the affinity of the adsorbate (i.e., organic pollutant) for an adsorbent
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(i.e., GAC). The isotherm is used to describe the ratio of the adsorbate amount adsorbed onto an
adsorbent surface at equilibrium condition. If the aqueous-phase concentration of the adsorbate is
in a steady state, the adsorption equilibrium capacity can be estimated using the following mass
balance

qe =
C0 � Ce

M/V
(2.16)

where qe represents the equilibrium adsorbent-phase concentration of adsorbate [mg-adsorbate/ g-
adsorbent], C0 and Ce represent the adsorbate concentrations in the initial and equilibrium phase,
respectively, while M/V indicates the adsorbent mass M per unit volume V . Typically, three types
of isotherms are widely used: linear, Langmuir [120], and Freundlich [121]. The Langmuir isotherm
assumes a reversible adsorption of an adsorbate, forming a monolayer upon adsorbent surfaces in
equilibrium. Then, the rates of adsorption and desorption are assumed to be equal. In the isotherm,
a mass loading qe is derived as

qe = Qmax
bCe

1 + bCe
or

Qe

qe
= 1 +

1

bCe
(2.17)

where b represents the Langmuir adsorption constant of adsorbate and Qmax is the maximum limit
of qe. Next, the Freundlich isotherm was originally proposed as an empirical equation to fit non-
linear trends of qewith respect to the equilibrium concentration Ce, which is due to the heterogeneity
of adsorbent surfaces:

qa = KaC
1/n
a or ln qa = lnKa +

1

n
lnCa (2.18)

where Ka is the adsorption capacity parameter, n is the dimensionless adsorption intensity parame-
ter. In this isotherm, a unit of Ka depends on the value of n. Finally, the linear isotherm represents
a special case of Langmuir and Freundlich isotherms known to be valid in solutions of low adsorbate
concentrations.

For adsorption of a single component adsorbate, the constant influent concentration, Cinf , in
the mass balance along the depth z is given by

C(z)

Cinf
=

q(z)

qe(Cinf )
(2.19)

Table 1 summarizes studies that examined the effects of soil type on the performance of various
LID/BMP in terms of the organic and inorganic removal. The results of these studies cannot
be cross-compared as they measured different performance indicators. Among them, Xiao and
McPherson performed field experiments and observed the performance of engineered soil and trees
in a bioswale built next to a parking lot [116]. During the testing period from Feb. 2007 to Oct.
2008, a total precipitation of 563.8 mm was reported by 50 storm events. The bioswale had a
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length of 10.4 m, a width of 2.4 m, and depth of 0.9 m. The engineered soil media, composed of a
mixture of 75% lava rock and 25% loam fractions, had a total volume of 28.3 cubic meters and was
surrounded by a fine graded non-woven geotextile. A pollutant removal study was conducted for
minerals, metals organic carbon, and solids, as shown in Table 1. Their average pollutant loading
reduction was reported as 95.4% in addition to the 86% iron removal and 97% nitrogen removal.
As these solutes are directly from storm runoff, their specific chemical forms were not reported.
Hsieh et al. studied phosphorus removal from urban stormwater runoff using repetitive (lab-scale)
bioretention columns. In their study, two types of columns are used called RP1 and RP2 [47]. They
examined dual-layer RP1/RP2 configuration where the media of low/high hydraulic conductivity
are overlapped with high/low hydraulic conductivity. The column having the length of 40 cm and
the inner diameter of 6.4 cm was designed to have sufficient organic matter to serve as a plant
growth media. During the three months of experiments, they conclude that RP2, consisting of
more conventional media, is more efficient in total removal of phosphorus, dissolved from sodium
phosphate dibasic (Na2HPO4). The input phosphorous concentration is 3 mg/L and the effluent
concentration varies from 0.55 to 1.2 mg/L, which is equivalent to the total phosphorus removal
ratio shown in Table 1. Good et al. built lab-scale rain garden systems for stormwater treatment,
consisting of topsoil-only, topsoil/sand mixture, and sand-only compositions [117]. The rain garden
is of the mesocosm-scale having a cylindrical configuration with 180 L internal volume and 0.17
m2 surface area. The thickness of the top mulch layer above the topsoil was 20 mm in order to
mimic the diffusive motion of stormwater across the column of the vegetation layer. An organic
topsoil was investigated for the removal of heavy metals (such as Zn, Cu, and Pb) and nitrate.
The well-graded coarse sand layer was prepared to provide hydraulic throughput under given rain
events. Based on their experimental data shown in Table 1, they concluded that the topsoil is not
the optimal substrate to enhance metal or nutrient removal in bioinfiltrative systems, which can
be attributed to the inability of topsoil to buffer the pH of incoming stormwater. Mohanty et al.
discussed biochar, a carbonaceous porous adsorbent, application as a soil media in general LID
systems for stormwater treatment [118]. The pollutant removal and runoff reduction by biochar
are determined by various factors, such as particle size, roughness, porosity, hydrophobic surfaces,
redox active sites, ash/mineral content, surface function groups, and biological activities.

Shrestha et al. studied nutrient and sediment removal in roadside bioretention systems using
various soil media, vegetation, and hydrologic treatments [119]. A total of 121 storms were evaluated
for the removal of total suspended solids, nitrate/nitrite-nitrogen, ortho-phosphorus, total nitrogen,
and total phosphorus. Ranges of removal efficiencies of total suspended solids, total nitrogen, and
total phosphorus are summarized in Table 1. Negative removal values were often listed in their
work, which must be attributed to the adsorbed fractions of solutes from the previous storm events.
Due to the high organic nitrogen portion, the aerobic condition is required in the soil media to drive
mineralization consisting of ammonification and nitrification. On the other hand, the phosphorus
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removal is deteriorated due to the saturation of the soil media due to the desorption of soluble phos-
phorus. They concluded that the nitrogen removal is closely linked to the microbial processes (i.e.,
nitrification and denitrification), but phosphorus removal heavily relies on soil chemical parameters
of the timescale. Although Table 1 implies that a LID type can be classified by it nutrient removal
characteristics, representative LID structures such as bioretention, bioswale, and rain garden are
originally classified by their geometrical and hydrological aspects. (See the next section for details.)
Charlesworth et al. analyzed the application of green and food-based compost to enhance water
quality in SUDS/LID devices including swales [122]. They observed that both green compost (GC)
and food/green-mixed compost (MC) demonstrated improved performance compared to topsoil in
pollutant removal; however, pollutant removal efficiencies were not specifically reported. Trowsdale
and Simcock monitored the performance of bioretention consisting of topsoil, subsoil, and sand lay-
ers [123] and observed high removal efficiencies of TSS, Pb, and Zn due to the heterogeneous profile
of soil permeabilities. The measured data set was only partially reported. Davis et al. [124] sum-
marized the current knowledge on the removal capability of bioretention units for suspended solids,
nutrients, hydrocarbons, and heavy metals using, in principle, filtration, adsorption and possibly
biological treatment. They indicated the necessity of systematic research on composition and con-
figuration of filling media, drainage configuration, basin geometry, ponding depth, vegetation types,
and cost analysis for maintenance and various designs [124]. Moreover, Hunt et al. considered a
bioretention as one of the most commonly used stormwater control measures (SCMs) and researched
on how to design the bioretention systems to meet the regulatory needs. Specific guidelines are re-
viewed for geometric sub-zones (called components), fluid dynamic (peak-flow mitigation, hydrology
and infiltration), chemical (sequestration of total dissolved solid, pathogen-indicator species, metals
and hydrocarbon, phosphorous removal, and thermal pollutant abatement) and biological (nitrogen
removal) aspects [125]. It is difficult to make a quantitative conclusion for bioswales’ removal capa-
bilities of various solute species due to the lack of fundamental theories and systematically prepared
data sets.

2.2.7 Underground drainage

If the bioswale soil is partially saturated or unsaturated, the infiltration of incompressible water
into the porous soils pushes pre-existing (compressible) air in the interstitial void spaces between
soil grains. Therefore, the surface flow above the bioswale does not move uniformly so as to quickly
reach a steady state. This fluid behavior may be a result of micro-scale heterogeneity of the soil
packing and the air compressibility. On the other hand, installation of the drainpipe is an optional
commitment. Perforated pipe systems can be employed to improve water drainage, reduce sub-
grade moisture, and convey stormwater offsite promptly. These drainpipes are extensively applied in
various LID/BMP strategies including bioretention ponds [123], bioswales [70], exfiltration trenches
[128], French drains [129], infiltration trenches [130], permeable pavements [131], and rain gardens
[132]. Table 2 shows the original definitions or descriptions of three LID structures, i.e., bioretention
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LID/BMP Device Definition
Bioretention [124] “General features of a bioretention system include 0.7-1 m of

sand/soil/organic media for treating infiltrating storm-water runoff, a
surface mulch layer, various forms of vegetation, orientation to allow 15-30
cm of runoff pooling and associated appurtenances for inlet, outlet, and
overflow.”

Rain garden [126] “Rain gardens are shallow depressions in the landscape that are planted
with trees and/or shrubs, and covered with a bark mulch layer or ground
cover. They allow stormwater to infiltrate, recharge aquifers, and reduce
peak flows. In addition, they are expected to provide pollutant treatment,
which has been attributed to several processes including adsorption,
decomposition, ion exchange, and volatilization.”

Bioswales [127] “Bioswales are generally at least 30 m (100 ft) long, 0.6 m (2 ft) wide, range
in longitudinal slope from 0.5% to 6%, and located in series with detention
ponds, which store runoff and reduce peak discharges. Although they are
designed to convey runoff from the 100-year 24-h storm event, they are only
intended to treat runoff effectively from much smaller and more frequent
storms, typically up to the 2-year 24-h storm event.”

Table 2.2: Original definitions of key LID structures.

[124], rain gardens [126], and bioswales [127] in terms of geometrical and hydrologic aspects. This is
because, in our opinion, pollutant transport and removal processes are not significantly influenced
by the LID dimensions and structures. Standard pipe materials include corrugated steel, corrugated
aluminum, and polyvinyl chloride. Small holes or slits are periodically formed along the drainpipe.
The mean distance between two consecutive holes ranges from 3 to 6 inches [133]. These holes are
usually downward facing in order to prevent gravitational clogging [134]. The collected water in the
drainpipe is conveyed to the discharging system or to the natural environment.

The hydraulic behavior of perforated pipes has been examined since the early 20th century
[135, 136]. The pipe geometry is often complex, and, therefore, analytic solutions for the fluid flow
are challenging to obtain. Instead, fundamental CFD modeling can provide accurate solutions for
coupled mass, momentum, and heat transfer, in principle, but it often requires high-performance
computing. To the best of our knowledge, CFD tools have been employed only in the past decade
to understand the discharge characteristics of the perforated pipes for LID and BMP [59]. As stated
above, Afrin et al.’s work focused on the flow patterns and streamlines porous bioswales [59], and
the perforated void portion of the pipe surface is exploited as an exit boundary. Their 3D model
was validated using experimental results of fluid flows but did not include overland and infiltrating
flows on the topsoil of the bioswale. The infiltration direction is usually oblique in the unsaturated
aggregate zone but remained in their study primarily vertical in the saturated soil zone. This result
implies that considering a porous pipe as an orifice is not a valid assumption for the momentum
transport in bioswale systems. Infiltrating water occupies the void space in the unsaturated zone
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and consequently pushes air blobs downward. Buoyant forces offer balance to the hydrodynamic
drag on the air blobs. Therefore, the channeling of air occurs in the dynamic saturated zone during
the process of infiltration, which is due to the local heterogeneity of micro-packing structure soil
grains and the initial distribution of the blobs. This exchanging phenomena of water and air fluids
in the porous bioswale is currently not found in the related literature and will be studied in our
next CFD paper.

The types of drainpipe structures employed in bioswale systems can be classified into three
categories: no drain, a linear drain, and elevated drain. The drainpipe is not a mandatory element
of a bioswale, but it may determine the available amounts of drainage and retention of a bioswale.
After an exhaustive saturation of the bioswale due to precipitation events, evapotranspiration can
form the only physical mechanism to remove the infiltrated water inside the soil grain surfaces.
Unless biological degradation is consistent, convected pollutants may continuously accumulate on
soil grain surfaces depending on the adsorption capability of the engineered soil. Consequently, the
capacities of granular media and activated carbon will reach their maximum limits. The long-term
accumulation of organic/inorganic/particulate pollutants in bioswales can cause further leaching
problems which cause unscheduled replacements of soil matrixes. Disposal of the contaminated soil
grains generates another challenge within the bioswale maintenance. In our opinion, the optimal
usage of the bioswale should include a periodic dilution of the pollutant level by artificially flushing
the bioswale using low-cost water [137–141].

A linear drain installation includes a typical cylindrical pipe with periodic perforation, installed
horizontally near the bottom of the bioswale. Neighboring zones around the linear pipe are often
prepared using coarse grains to allow the fast discharge of infiltrated water and, more importantly,
to prevent pipe clogging due to fine grains. The drainpipe is usually installed in the longitudinal
direction of a bioswale, but the main pipe can be connected to transverse pipes for faster discharge
appearing at regular intervals. This transverse configuration treats a long bioswale as a series of small
independent bioswale units, which give evenly distributed draining performance. The transverse
pipe outlet can be elevated to maintain a specific depth of saturated zone above the drainpipe.
Consequently, this configuration prevents soil compaction and pipe clogging, which are caused
by the complete dryness of the soil layer. The elevated pipe configuration requires the periodic
dilution process to maintain a low pollutant level inside the bioswale. More significantly, microbial
activities can be maintained in the semi-permanently/permanently saturated zone, depending on
flow patterns in the subsurface. Chemical equilibrium can be attained for a short span of time
immediately after the end of a storm event. Residual pollutant concentration from the previous
storm event may primarily contribute to the discharge concentration of the subsequent storm event
[111, 142]. The drainpipe not only discharges infiltrate water but also controls hydrodynamic and
chemical reactions in the bioswale. For example, one can often observe mass-balance violation due
to the initial conditions of a bioswale. If infiltration of the last storm even (of high runoff pollutant
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concentration) ended at the final stage of the storm, the residual pollutants must remain within
the bioswale in either the dissolved or absorbed phase. If the next rain event contains low runoff
concentrations, then the first effluent from the bioswale must have a (much) higher concentration
than that of the new influent. The prediction of the first influent concentration requires very detailed
local information within the soil zone of the bioswale which seems to be challenging.

2.3 CFD as a universal modeling platform
Sustainable and renewable strategies can strategically mitigate stormwater threats, but present-

day design methodologies emphasize only minimal, required criteria [9, 143]. More specific and
reliable design tools are, therefore, urgently needed for optimized LID/BMP practices. In our opin-
ion, LID/BMP structures without regional optimizations can cause unexpected hydrologic events
unless the plane runoff patterns are holistically well-understood. In this light, we propose CFD as a
universal modeling tool for design and optimization of LID/BMP systems [144, 145]. In this section
we discuss the future direction of bioswale CFD modeling so as to systematically elucidate upon
the coupled transport phenomena.

Within most engineering processes, a fluid flow often provides a platform for mass and heat
transfer. For complex systems, interfaces and boundaries play critical roles in transferring physical
quantities from one phase to the other. Dominant transport phenomena of a bioswale can be consid-
ered within various sub-zones as follows. First, on the topsoil surface of the bioswale, the entering
overland flow is separated into infiltration and discharge, and flow pattern within the vegetated layer
depends on the overall plant configuration. Therefore, the coupling of the open-channel and porous-
media flows should be carefully merged for the topsoil boundary surface of the bioswale. Second,
the infiltration within the vegetation layer enhances the sedimentation of suspended solids, which
initiates the surface clogging. The hydrodynamic resistance will gradually increase and reduce the
infiltration rate. The feedback effect of cake layer formation caused by deposited particles should
be included in the long-term simulation of the bioswale performance while a constant thickness of
the clogging layer can be assumed for short-term studies. Third, the infiltrating flow carries fine
particles, a fraction of which will be filtered by soil grains. A phenomenon similar to the standard
GMF occurs in the bulk phase of the porous bioswale. A unique difference between the bioswale
system and conventional GMF for particle filtering is the heterogeneous, unsteady distribution of
unsaturated zones and the dynamic migration of the zone boundary. Fundamental mechanisms
regarding the particle transport near the zone boundary continues to be an area of active research.
Fourth, organic and inorganic reactions primarily depend on concentrations of solute species in the
infiltrated runoff water because the timescale for the chemical equilibrium is much shorter than
the respective particle relaxation time. The solute species can be assumed to be in equilibrium to
those adsorbed on the soil grain surfaces. In this case, the interstitial flow brings solutes to the
vicinity of the soil grains but do not noticeably affect the pollutant removal efficiency due to the
instantaneously reached equilibrium state. The validity of this local equilibrium approach depends
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on the grain size distribution, which mainly determines the hydraulic conductivity or permeability.
Finally, the interstitial flow reaches the drainpipe and exits the porous media into an open space,
such as a receiving water body. This exit water-flow is balanced by the reversely entering air flow
from the drainpipe to the porous region near the pipe. This volume exchanging phenomenon be-
tween water and air flows is also significant during the initial infiltration stage. To the best of our
knowledge, this phase-exchange phenomena has not been reported in the bioswale literature and
will be addressed in our next research.

Overall, the transport phenomena of the bioswale can be summarized as the changes of flow
regimes from free space to the porous media and from the porous media to the drainpipe. The
dominant factors that alter the interstitial flow pattern include the heterogeneity of soil structures
followed by the initial distribution of air blobs in the unsaturated bioswale. Assuming solutes are not
volatile, physical and chemical removal of suspended particles and chemical species depends upon
the local infiltration patterns. In this case, the mass transport mechanisms, such as convection,
diffusion, and reaction, can be treated as perturbative transport phenomena occurring on top of
ambient, interstitial fluid flows. The mass removal processes do not provide noticeable feedback
effects to fluid flows. Treating the soil grain packings as a continuous, homogeneous porous media,
two-phase CFD can accurately predict the flow of water and air. The mass transport phenomena
can be independently studied using the simulation results of fluid motion afterward. Based on
our current review, we observed that the flow coupling at the topsoil surface is the most critical
sub-process that determines the bioswale performance. Analytic solutions for the two-phase flow
having multiple interfaces is theoretically a difficult task. CFD simulations with specific solute
transport mechanism can therefore give more fundamental and accurate prediction of the bioswale
performance.

2.4 Concluding remarks
In this study, we reviewed dominant transport mechanisms inside the bioretention system by

treating a bioswale as a miniature water and wastewater treatment plant. Fluid dynamic aspects
consist of runoff, overland, infiltration and discharge flows. The mass transfer phenomena reviewed
include sedimentation of suspended particles, conventional filtration of fine particles, and removal
of organic and inorganic pollutants because unsteady variations of (micro)biological processes are
theoretically challenging and more importantly chemical, physical and fluid dynamic conditions
provide basic conditions to the biological process. We restrict ourselves to physical, chemical, and
fluidic processes, excluding biological reactions. Within each sub-topic of fluid dynamic and mass
transfer phenomena, key theories were selected and examined in detail to construct a universal
model as a seamless combination of well-defined unit processes. Due to the intrinsic challenges
involved with data acquisition, the current bioswale research is limited to empirical studies and
data fitting based on simple flow models or mass balance equations. CFD is proposed as a universal
modeling platform in the application of bioswale research because it can predict various mass transfer
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mechanisms as passive transport phenomena in the pre-determined, multi-zone flow fields. The
size of LID/BMP systems is significant because these devices are almost permanently installed.
Considerably more work will be needed to include detailed optimization tests using CFD for various
hydrologic and physico-chemical scenarios, which will be discussed in the next chapter.
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CHAPTER 3
COUPLED TRANSPORT PHENOMENA OF A BIOSWALE
PROCESS DURING STORM RUNOFF EVENTS: A CFD

STUDY USING OPENFOAM

This part of the dissertation is a manuscript submitted on June 15, 2018 and accepted
for publication on November 9, 2018, to Desalination and Water Treatment.

Coupled transport phenomena within a bioswale are studied using the open-source computational
fluid dynamics (CFD) software OpenFOAM. We investigated the unsteady behavior of momentum
and mass transfer in a double-layered bioswale. To study the diffusive transport of a model pollu-
tant, we developed a new solver, that we named interPhaseDiffusionFoam (https://github.com/
enphysoft/interPhaseDiffusionFoam), which better mimics transport phenomena of non-volatile
species at a phase boundary. We observed that heterogeneous infiltration patterns are strongly de-
pendent upon stormwater runoff velocity, reverse air flow, and the presence of the drain pipe. The
performance estimation and optimal design of a bioswale were thoroughly examined using 2D CFD
simulations for a holistic understanding of coupled mass and momentum transport phenomena.

3.1 Introduction
Modern urban development has resulted in noticeable hydrological alterations, especially near

the boundaries between urban surfaces and natural ground [146]. Impervious surfaces consisting
of stone, pavement, and roofing structures change hydrological and hydraulic flow patterns at a
macroscopic scale. Stormwater runoff on impervious areas often causes urban flooding and, hence,
leads to a deterioration in the respective ecosystem’s functions [147, 148]. Conventional structures
for runoff management include roof gutters, storm sewers, and detention basins that are aimed to
convey promptly stormwater runoff to off-site drain discharge locations. The continued increase in
impervious areas will reduce natural porous surfaces to infiltrate rainfall and enhance the frequency
and intensity of urban flooding [28, 54, 149, 150].

Since the 1970s, onsite stormwater management approaches have been described by various
technological terms, which include best management practices (BMPs) [151], green infrastructure
(GI) [152], integrated urban water management (IUWM) [153, 154], low-impact development (LID)
[155–158], low-impact urban design and development (LIUDD) [159], source control (SC) [160, 161],
stormwater control measures (SCMs) [87, 162], sustainable urban drainage systems (SuDS) [96, 122]
sustainable drainage systems (SUDS) [163, 164], and water sensitive urban design (WSUD) [3, 165–
168]. Thorough reviews of these terms can be found in work by Fletcher et al. [169] and Eckart
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et al. [170]. These management methods aim to retain the stormwater runoff with devices that
emulate the natural hydrology before urbanization. One significant task when researching urban
flooding mitigation is, per our investigation, the enhancement of onsite infiltration capability by
increasing permeable catchment areas. Thereby, this paradigm shift from impervious to hybrid
permeable surfaces has the potential to increase the threshold precipitation rate under which urban
flooding begins within a certain lag time after a precipitation event starts. The hydraulic benefits
of LID/BMP devices, however, cannot be fully attained without detailed analysis of the individual
transport components at various scales.

Computational fluid dynamics (CFD) receives growing attention in the civil and environmental
engineering field. This method can be used to enhance stormwater management design and optimize
LID/BMP devices, especially at the conceptual stage of design development. CFD for LID/BMP
applications possesses the following advantages. First, CFD provides an alternative cost-effective
means to predict the complex transport phenomena of mass, momentum, energy, and especially
chemical species in multi-phase LID/BMP devices. Second, CFD can model flow conditions when
experimental tests are not easily reproducible because of limited environmental conditions for phys-
ical observations. In the case of LID/BMP, the various scenarios regarding stormwater runoff and
pollutant transports are too immense and arduous to study experimentally. Finally, CFD provides
much more detailed visualization as compared to analytical and experimental approaches. In an-
alytical approaches, it is difficult to solve flow profiles in complex geometrical domains. Physical
experimentation requires substantial resources, as well as cost and time to observe fluid flows and
pollutant transport. In addition the quantitative description of fluid dynamic experiments does
not provide complete data sets within available operating conditions. Using CFD, however, can
evaluate and visualize the flow behavior over a range of parameters such as the flow speed and the
hydraulic pressure. If CFD is well conducted within the design process, then LID/BMP systems
can be optimized in terms of dimensions and cost. As a result, the unexpected effects of structural
change could be identified and removed in early stages.

Limitations of CFD include inaccuracy of physical models, selection of appropriate boundary
conditions, and unstable algorithms due to numerical errors. In the LID/BMP literature, software
programs that model site-specific, sub-catchment scale systems are not CFD-based, which include
Guelph All-Weather Sequential Events Runoff (GAWSER)[22], Model for Urban Stormwater Im-
provement Conceptualization (MUSIC) [23–25], Soil Conservation Services (SCS) model using the
curve number [26], Smart Growth Water Assessment Tool for Estimating Runoff (SG WATER)
[27], Storm Water Management Model (SWMM) [28, 29], Storm Water Management Model and
Best Management Practice Decision Support System (SWMM-BMPDSS) [30, 31], System for Ur-
ban Stormwater Treatment and Analysis Integration (SUSTAIN) [32], and MIKE SHE [171]. These
macroscale fluid dynamics approaches do not originate from fundamental, microscopic transport
mechanisms, but employ approximate mass balances that often rely on experimental data. Thus,
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these approaches cannot identify local areas where ineffective operations of LID/BMP devices may
occur.

In the practice of bioswale designs, guidelines and standards do not exist so as to provide
optimal performance calculations during storm events. These design guides are not necessarily
clear regarding proper specifications and bioswale hydraulic performance. For example, the Low

Impact Development: A Practitioner’s Guide for Hawaii [143] specifies the minimum requirements to
design swales for various annual rainfall ranges. However, no detailed specifications exist regarding
the proper sizing of underdrain pipes for swales Similarly, guidelines for the states of Alaska [16]
and Arizona [172], and the city of Las Vegas Valley, Nevada [15] offer qualitative descriptions for
swale and bioretention systems, but these guidelines do not include methods to analyze pre-built
LID/BMP structures. The BMP manual of Hawaii [9], as well as, the technical guides of New Mexico
[8], and Utah [10] adopted the rational method for peak runoff to design swale and bioretention
systems, which was initially proposed by Prince George’s County in 1993 [173]. Furthermore, the
state of Washington requires the use of Manning’s equation as a first approximation to obtain swale
geometry [11]. The State of Oregon Manual [12], however, prescribes the bioswale sizing method
based on the SCS quantification approach to treat a 24-hour storm event. Whereas, the state of
California determines filter bed sizing using Darcy’s Law [4], which was first developed by the city of
Austin, Texas in 1996 [174]. Finally, the Idaho Department of Environmental Quality recommends
swale geometry to cover a percentage of the total impervious drainage area [13]. In summary,
our review of stormwater guidelines from the Western United States reveals that there are five
approaches for the sizing of bioswales [4, 9, 8, 10–13, 15, 16, 143, 172, 174]. In engineering praxis,
these guidelines provide no rigorous quantitative guidance or sizing formula to address site-specific
applications for bioswale designs. Thus, the design approaches based on general specifications may
not meet regulatory goals for stormwater quality and quantity. Therefore, universal and reliable
computational methods are of great necessity to ensure optimal and sustainable LID/BMP designs.

In theories regarding porous media flow, Darcy’s law is limited to the saturated flow. Richards
equation is a nonlinear partial differential equation without a general closure, which extends the
Darcy law to represent the water flow within unsaturated soils. The Richards equation includes the
capillary force, converted to a form of the hydraulic head as a function of locations in a porous media.
The capillary forces are usually over-emphasized, and solution methods for the Richards equation
often do not converge. The CFD algorithm employed in our study is the volume of fluid (VOF)
approximation, which considers averaged phase variables within a computational cell. To the best of
our knowledge, the approximation level of phase separation in the Richards equation and CFD are
similar regarding the functional variation for the spatial locations. Richards equation is limited to
the soil domain and cannot be generally used for interfacial transport at the microscopic soil-water
and soil-air boundaries unless certain mathematically particular approximations are employed. The
accuracy of the CFD analysis primarily depends on the computational grid structures of VOF
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Figure 3.1: Section view of a bioswale in practice along Kualakai Parkway road in Kapolei, Oahu,
Hawaii.

methods.
In academic and industrial CFD applications, OpenFOAM has been widely employed for many

flow modeling projects [40–42] since its initial release in 2004 [175]. We use OpenFOAM to model
transport phenomena of momentum and mass within a bioswale. This paper also discusses the
physical domain of the bioswale structure and how to set up an OpenFOAM case: setting up a
model bioswale structure, generating bioswale meshes, specifying initial and boundary conditions,
and selecting CFD solvers. We also included a brief review of modeling methods because CFD has
not been extensively used for LID/BMP designs. In addition, we developed a new algorithm to more
accurately investigate the two-phase transport of volatile species. Our focus is to fundamentally
investigate the fast discharge of stormwater runoff with a certain pollutant concentration throughout
the bioswale system.

3.2 Physical model and numerical solvers
3.2.1 Bioswale structure

Fig. 3.1 depicts a bioswale structure that is practiced by the Hawaii Department of Transporta-
tion (HDOT). The bioswale system is 1.8 miles (3.0 km) long and lies along Kualakai Parkway (2.7
miles (4.35 km) long) comprising of a six-lane two-way urban arterial roadway in Kapolei, Oahu,
near the University of Hawai‘i–West O‘ahu campus. The primary purpose of bioswale systems is
to initially reduce stormwater runoff and partially remove non-point source pollutants, which flow
from impervious urban systems such as roadways, highways, and parking lots [5]. Vegetation layers
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on the bioswale surface, in general, can decelerate incoming runoff flows and enhance sedimentation
of suspended solids. Monitoring infiltration rates and pollutant concentration play a crucial role in
the optimization of bioswale performance and also for the prolongation of the soil-matrix replace-
ment period. Bioswales have various geometries, which include trapezoidal, rectangular, squared,
and parabolic shapes. During a storm event, stormwater runoff enters the bioswale from one side
of the road. Then, the stormwater runoff either infiltrates the bioswale soil zone or overflows to the
overland surface. After a long duration, infiltrated water reaches the drain pipe and is discharged
with pollutants of typically lower concentration than that of the runoff.

The interior soil region often consists of two layers—that is the topsoil matrix and the bottom
layer. The top layer indicates the soil zone from the ground-surface level to the vicinity of the
embedded drain pipe. This layer should be more porous than nearby natural ground surface but
sufficiently dense to maintain moderate infiltration rate through the porous media for the sake
of pollutant removal. The bottom layer consists of gravel and small stones, which has higher
permeability than that of the soil matrix. It mechanically supports the drain pipe and accelerates
the drawdown of the infiltrated stormwater so as to allow it to discharge into the drain pipe. The
drain pipe has perforations at regularly occurring intervals along the pipe length. The interstitial
spaces between adjacent gravels should be large enough to allow immediate discharge to the pipe
yet small enough to prevent pipe clogging due to downward migration of smaller grains.

3.2.2 Theoretical background

3.2.2.1 Fundamentals

In this section, we briefly introduce the fundamentals regarding the volume of the fluid (VOF)
method to perform CFD simulations for bioswale transport phenomena and explain our new solver
with a modified algorithm for the transport of non-volatile solutes. The conventional VOF method
deals with the two-phase flow by tracing the interfaces where physical quantities are averaged. The
mass transport simulation coupled with the VOF method provides noticeable numerical diffusion
at the phase-interface, especially for non-volatile solutes.

Phase averaging A two-phase flow of incompressible and immiscible fluids of air and water
with specific surface tension is examined in an open atmosphere and a porous bioswale. Under the
influence of gravity, the VOF method is used to investigate phase-averaging transport phenomena
of fluids. The phase average of an arbitrary quantity, q, is defined as follows

q = q1↵1 + q2↵2 (3.1)

where ↵i and qi are fractions and a value of q in phase i (1 for water and 2 for air). Because of
mass conservation, the phase fractions should satisfy the sum ↵1 + ↵2 = 1.

Phase-averaged governing equations Due to the incompressible characteristics of water and
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air, the fluid velocity u satisfies the continuity equation,

r · u = 0 (3.2)

and the Navier-Stokes equation for momentum transport is represented using the continuum surface
force model [67, 176] as

⇢

✓
@u

@t
+ u ·ru

◆
= �rp+r · T + Fs (3.3)

where ⇢ (⇢1↵1 + ⇢2↵2) represents the phase-averaged fluid density, p (= P � ⇢gz) presents the net
hydrostatic pressure, which exists as the difference between the absolute pressure and the liquid-
phase pressure depending on depth, and Fs represents the interfacial force due to the surface tension.
In Eq. (3.3), the viscous tensor T is given as

T = µr
�
u+ ut

�
(3.4)

where µ(= µ1↵1 + µ2↵2) represents the phase-averaged viscosity, and superscript t indicates trans-
pose. The interfacial force is crucial where the boundary shape strongly depends on the capillary
force, which is often solved using the standard continuum surface force (CSF) model [176]:

Fs = �r ·
✓

r↵

kr↵k

◆
r↵ (3.5)

where � forms the surface tension at the phase boundary, e.g., 0.072N/m. In Eq. (3.5), ↵ indicates
the water-phase fraction (↵1), and hereafter, the air-phase fraction will be denoted as 1� ↵.

Porous media flow The porous soil zones of the bioswale are modeled using the standard
Darcy flow. In this porous region, an extra force term is added on the right-hand side of Eq. (3.3):

Fd = �⇢g

K
u = �µdu (3.6)

where K [m/s] represents the hydraulic conductivity, d(= ⇢g/µK) is the Darcy constant, and
g
�
= 9.81m/s2

�
constitutes the gravitational acceleration. We assume that the density of stormwa-

ter is equal to that of pure water. Thus, the density-driven flow is assumed to not be important for
our case. The hydraulic conductivity K of a fine soil is of an order of O

�
10�5 � 10�6

�
m/s depend-

ing on the dryness of the soil zone, which yields the value of d of an order of O
�
1011 � 1012

�
m�2.

If the fluid inertia is significant in a porous medium, one can apply the Forchheimer approach [177]
as an extension of Darcy’s law, but it requires the estimation of the secondary proportionality for
the extra term proportional to u2. To avoid the additional complexity due to several parameters,
we restricted ourselves to the application of Darcy’s flow regime, assuming that the viscous force is
dominant and that the capillary force is not significant.

Pollutant transport The unsteady transport equation of the pollutant with phase-averaged
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concentration C can be expressed as

@C

@t
+r · (uC) = r ·DrC (3.7)

where D = D1↵ +D2 (1� ↵) constitutes the phase-averaged diffusivity; D1 and D2 represent the
pollutant diffusivities within the water and air phases, respectively. Typically, a solute diffusivity is
considerably higher within a gas phase, when partitioned in both phases D2 � D1. In principle, the
governing Eq. (3.7) includes the pollutant diffusion even in a single phase (i.e., either ↵ = 0 or 1).
If the volatility of the pollutant is negligible, then Eq. (3.7) may provide erroneous results at the
phase boundaries, where a value will be of the order of O (0.1). In such a case, the phase-averaged
diffusivity D can be considerably higher than D1, and the diffusive flux from water to air phases
is erroneously enhanced. This transport phenomenon is apparent, especially when the pollutant
concentration in the air phase is initially zero or D1 is small enough so that the convective pollutant
transport is superior to the diffusive transport. To include interfacial reactive mass transfer, the
VOF method [178] was extended as

@C

@t
+r · (uC) = r ·DrC �r (D�r↵) (3.8)

where
� =

✓
1�H

↵+ (1� ↵)H

◆
C (3.9)

contributes to an additional flux. � can be used to mimic a concentration jump at the phase
boundary. An equilibrium partition of the pollutant in the two phases can be represented using
Henry’s law:

C2 = HC1 (3.10)

where H is the dimensionless Henry constant, which is typically considerably lower than 1. No
mechanism, however, is included to maintain the non-volatile pollutant within the water phase
from the initial moment. To the best of our knowledge, the standard VOF method cannot describe
the phase boundaries accurately using the extra-diffusion term in Eq. (8). The artificial diffusion
from water to air phases can be minimized, however, by using specific parameter settings as follows.
In addition to setting C = 0 initially in the air phase, one can forcefully set D2 ⌧ D1, while the
inverse is true in reality. The air-phase concentration can, in principle, be further minimized by
setting Henry’s constant at a minimal value. By using this lower limit, the governing equation for
the pollutant transport is simplified, as to minimize further the artificial diffusion,

@C

@t
+r · (uC) = �r · (�↵D1rC + CD1r↵) (3.11)

On the right-hand side of Eq. (3.11),the first term, �↵D1rC, indicates the diffusive flux of the
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pollutant concentration, C, strictly within the water phase with an effective diffusivity ↵D1. The
second term, most importantly, can be interpreted mathematically as a reverse diffusion of ↵ with
an apparent diffusivity CD1. Note that signs of D1rC and r↵ are opposite of each other. An
alternative interpretation of the second term exists as the reverse transport of solutes of concen-
tration C with an effective velocity of D1r↵. As such, the first and second terms represent solute
diffusion within the water phase and the phase-boundary, respectively.

3.2.2.2 Model bioswale structure and mesh generation

OpenFOAM was originally developed to simulate only 3D geometries. To resolve the problem
into 2D, a pseudo-3D structure needs to be generated to make pseudo front-and-back surfaces. We
constructed the 3D bioswale structure of pseudo thickness of 0.4 m using an open-source mesher,
Netgen [179] and exported the netgen mesh to a stereolithographic (STL) file. This STL file was
employed so as to generate the OpenFOAM mesh, depicted in Fig. 3.2 (a), using blockMesh
and snappyHexMesh commands. The bioswale structure was originally prepared with an arbitrary
thickness, but no mesh was generated in the direction normal to 3.2. The bioswale depicted in
Fig. 3.2 (a) is 3 m long from the left-most inlet to the right-most outlet and 2 m high from the
bioswale bottom to the atmospheric top. Then, we added two dividers to generate refined boundaries
between the atmosphere and topsoil and between the top and the bottom soil layers. Finally, all edge
boundaries of the bioswale were construed as refined soil-soil interfaces. The number of divisions in
the x� and y� were 202 and 135, respectively, which yielded equivalent grid sizes of 1.50 cm in each
direction. The generated mesh has 95,498 points, 182,638 faces, and 44,963 cells, and checkMesh
command was used to test the mesh’s quality. The diameter of the drain pipe, presented in Fig. 3.2„
was 30.48 cm (12 inches), located near the bottom of the bioswale. The left, right, and bottom sides
of the bioswale are considered as impermeable walls, which prevent normal fluxes of momentum
and mass to the wall surfaces. This assumption is considered reasonable if the soil media has higher
permeability than that of the ambient soil, especially for a short-term investigation. The drain pipe
contains two small holes located at 4 o’clock and 8 o’clock directions for the discharge of infiltrating
water. Runoff water enters the physical domain as shown in Fig. 3.2(a) from the left-hand side
corner with a fixed height of 5.0 cm and flows down due to gravity to the bioswale on the 5%
downward slope. A stationary water column exists as a boundary condition for a stationary water
source and releases water due to gravity. Actual height of the surface flow on the right ground is
automatically calculated as a transient result of our CFD simulation. A large fraction of water,
not infiltrated into the bioswale, overflows to the right overland surface having the same downward
slope.

3.2.2.3 Boundary and initial conditions

Simulations were conducted for two cases: polluting and flushing. The polluting scenario indi-
cates the storm runoff to the ideally fresh bioswale, without having water content and accumulated
pollutant masses. A storm runoff containing a pollutant concentration enters the bioswale zone
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(a)

(b)

Figure 3.2: Depiction of (a) pseudo-3D structure of bioswale generated by Netgen and exported to
the STL format and (b) drain pipe of 30.48 cm (12 in.) diameter generated mesh using OpenFOAM
tools, visualized using ParaView version 5.4 (https://www.paraview.org/). The outer length and
height of the bioswale system are 3 m and 2 m, respectively, and left and right ground surfaces have
5% slope.
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and infiltrates from the bioswale top into the soil and then to the drain pipe. The flushing is an
opposite case, in which the bioswale is pre-contaminated with a specific concentration (assumed
to be known) and the entering runoff flow have a negligible pollutant concentration. The hydro-
dynamic behavior within the bioswale is assumed to be very similar since the pollutant transport
is a pass response to the infiltrating flow. Note that chemical and biological reactions are not in-
cluded in the current study and therefore the convection-diffusion equation 3.7 can be scaled by
a reference concentration (of an arbitrary choice). The flushing case was designed to understand
the seemingly violating pollutant mass balance. The low-concentration infiltrating flow will sweep
the pre-accumulated pollutant in general and as a noticeable consequence the effluent concentration
is higher than the influent concentration (of the entering storm runoff). In our fundamental CFD
approach, the number of physical parameters is minimized. The inflow rate into the bioswale is not
an input parameter or boundary condition on the front cross-section of the bioswale (normal to the
entering flow velocity), but calculated during the unsteady CFD simulations. On the bottom-left
boundary 5 cm of water is maintained, which flows down on the slanted ground having 5% slope. In
this light, we avoid using Manning’s equation, which requires to input the hydraulic radius, surface
slope, and surface roughness. In 2D geometry, the hydraulic radius can be easily estimated as a
ratio of the normal cross-sectional area (to the incoming fluid flow) and the perimeter length wetted
by the flowing fluid. Including the roughness at the macroscopic level of Manning’s equation can
significantly increase the computational runtime, although it is possible. If the roughness is impor-
tant in a case that the surface is not smooth enough, then the slip velocity can be estimated and
used as a boundary condition on the left and right ground surfaces beside the bioswale.

Specific boundary conditions and their physical implications are summarized in Table 3.1 and
explained as follows:

Atmosphere The top surface of the computational domain shown in Fig. 3.2(a) indicates the
ambient boundary of the stationary atmosphere. The net atmospheric pressure p�⇢gh is set to zero
at this boundary as a reference value because only the relative values are important in momentum
transfer. U is determined as positive in the y�direction on this boundary, and its gradient normal
to the atmospheric surface is zero. This is equivalent to the standard out-flow condition for the
positive U . If U is determined to be inward to the air phase, then only its normal component is
considered as a velocity at the boundary. In OpenFOAM, this boundary condition is implemented
as pressureInletOutletVelocity. The liquid fraction a and the pollutant concentration C have
the similar type of boundary conditions in the following manner. When the flow is exiting the top
atmospheric boundary, gradients of ↵ and C are set to be zero; otherwise, no additional flux of
↵ and C are allowed. In OpenFOAM, this specific boundary condition employed for ↵ and C is
referred to as inletOutlet.

Inlet The left-most side, as shown in Fig. 3.2(a), is assumed to be open to the stationary ambient
atmosphere and does not undergo any specific transport except for the surface runoff inflow. The
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inlet water height is set to 5.08 cm (2 in.), which is geometrically fixed for simplicity. At this
boundary, the air velocity is set to zero, and the water velocity is set to be constant (Ux, 0, 0), where
Ux alters from 0.1 to 0.3 m/s. Although the height of the water column is fixed as 5.0 cm, the inflow
water velocity as an input parameter determines the entering water velocity to bioswale surfaces.
Manning’s equation is a standard method used to determine the open-channel velocity as a function
of slope, water height, and roughness. In contrast, the fixed height of the water column offers
more flexibility to control the transient inlet flow as a boundary condition. The pressure gradient is
calculated to satisfy the above-determined flow velocity. The ↵ gradient is set to zero, and the solute
concentration C is equal to Cmax for the polluting and 0 for flushing scenarios; here, Cmax represents
the maximum pollutant concentration reasonably selected from the current literature. We selected
zinc as a model pollutant with the maximum inlet concentration of 1, 000.0µg⁄L and the diffusivity
of D0 = 7.024 ⇥ 10�10m2⁄s [180, 181]. Smolders and Degryse investigated the fate and effect of
Zinc from tire debris within soils in which they reported that zinc concentrations in soil layers often
reached a few hundred mg/kg [67]. Reported zinc concentrations within 2 m of soil depth are of an
order of (100) mg/kg and occasionally exceed 2000 mg/kg [182–186]. Thus, we selected 1, 000mg/L

as an extreme representative value, which does not significantly change the pollutant transport
simulation since convection is the only mechanism. In this case, the passage (or rejection) ratio of
a pollutant can be used instead of the real concentration, as the convection-diffusion equation 3.7
can be scaled using an arbitrary (but meaningful) representative concentration value.

Outlet The right-most boundary, as shown in Fig. 3.2(a), allows air and water to flow naturally
out of the computational domain. Normal gradients of p to this boundary are set to zero. For u, ↵,
and C, their normal gradients are determined as zero for outgoing flow, and the values are fixed at
zero for the incoming flow. In this case, the outlet boundary does not allow any incoming transport
of momentum and mass.

Ground surfaces and bioswale walls The side walls of the bioswale are considered approx-
imately impervious. At the wall boundary, the water is assumed to be not slipping and fluxes of
↵ and C are zero, i.e., u = 0,

�!r↵ = 0 and
�!rC = 0. The boundary pressure p is calculated as a

proper value to confirm the zero velocity at this boundary. Depending on the regulatory guidelines,
the bioswale wall can be prepared as entirely impermeable to prevent any uncontrolled pollutant
transfer to the environment.

Air-soil interface No boundary condition is used at the interface between the air phase and
on the top bioswale. Instead, the interfacial phenomena are rigorously investigated using finer mesh
layers as shown in Fig. 3.2(a) and seamlessly linked governing equations for the two-phase (air
and water) flows. The air and heterogeneous soil regions are universally treated as a whole media
having spatially-changing porosities and hydraulic conductivities (or permeabilities). In this light,
the longitudinal transport normal to the top soil surface does not require a boundary condition.

Pipe surfaces and holes Fig. 3.2(b) shows a detailed mesh structure around the drainage
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pipe. The top and bottom surfaces of the circular pipe are considered as impermeable walls in
contact with soil grains or water. Semi-circular extrusions on both sides of the pipe indicate fluid
volumes made within the pipe holes for discharging. The top half of the drain pipe will always
be filled with only air. Extruded semi-circles are used to set up the standard outflow boundary
conditions for P , U , ↵, and C.

3.2.2.4 Cell zone setup

In Fig. 3.2, the air phase is treated as an incompressible gas phase with standard material
properties of air. The soil zones of the bioswale are considered as simple porous media, characterized
using the Darcy value (i.e., an inversed hydraulic permeability). For an extreme case, a high
hydraulic conductivity is employed to treat an aggregate layer as a porous media using K = 1.2m/s
[187], which yields the Darcy constant of d = 8.175⇥106m�2. We are interested in the highly porous
soil matrix of this d-value, allowing a fast infiltration within a few minutes. As bioswale can be
designed mostly for the swift discharge of initial runoff, the Darcy constant of the order O(106)m�2

is too low for practical purposes. We made, therefore, that the top and bottom soil zones have
Darcy constant dt = 8.175 ⇥ 108 m�2 (K = 0.012m/s) and db = 8.175 ⇥ 107 m�2(K = 0.12m/s),
respectively. Two pseudo-interfaces of the air-bioswale and top-bottom soil layers were prepared
to accurately calculate the boundary phenomena where P , U , ↵, and C are continuous anywhere
within the entire computational domains. Their transports near these interfaces are, however, more
complicated than those of bulk phases of air and soil. Therefore, the meshes in these zone-boundaries
are prepared more finely in order to accurately capture the interfacial flow patterns. We used, for the
pure-phase of air and water, the densities of 1,000 and 1.21 kg/m3, respectively, and the kinematic
viscosities of 1.0⇥ 10�6 m2/s and 1.51⇥ 10�5m2/s, respectively.

3.2.2.5 Solvers used and developed

Users of OpenFOAM must select specific solvers that are appropriate for the problem under
consideration. OpenFOAM has approximately 80 different solvers for specific applications. When
required, users also can modify standard solvers to include specific phenomena. We initially began
our simulation work using interFoam for an incompressible two-phase flow, which can provide
an accurate simulation of coupled runoff and infiltration phenomena. To investigate non-volatile
solute species (i.e., zinc in our case), we modified interFoam to generate a new solver named
interPhaseDiffusionFoam, which can simulate solute transport, primarily, in the water phase
without providing significant artificial diffusion. Specific algorithms are explained as follows. See
the Appendix for details.

interFoam with passive transport (standard) In OpenFOAM, the phase-averaged velocity
u in any phase can be calculated for the bioswale by running interFoam, and one can use a passive
transport solver scalarTransportFoam to study the convective-diffusion of the solutes. In this case,
the mass transport is primarily controlled by the phase-averaged velocity U . The artificial diffusion
occurs because the current version of scalarTransportFoam treats the mass flux at the phase
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Figure 3.3: Initial infiltration behavior with inflow velocity of 0.1 m/s at time (a) t = 0, (b) 10, (c)
60, and (d) 75 s to a bioswale.

boundaries identical to that in a single phase. Transport phenomena of pollutants are passively
calculated at each time step using only determined profiles of ↵ and u without distinguishing
phases. In summary, scalarTransportFoam does not recognize phase boundaries and therefore
unnecessarily enhance diffusion from the water to the air phases.

interPhaseDiffusionFoam (developed) Previously, Haroun et al. [178] developed a coupling
algorithm of the VOF and solute transport by considering convection, diffusion, and volatilization
of solutes. As the VOF method is based on the phase-mixing algorithm, their method requires
an extremely fine computational grid for the non-volatile solute transport to eliminate the artificial
diffusion. Here, we found specific theoretical approximations for non-volatile solute transfer, coupled
with VOF, and described the respective terms in section 2.2.1. Details of the new and original
algorithms are mathematically intense, so we include them in the Appendix.
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3.3 Results and Discussions

3.3.1 Distribution of infiltrating water

We test the transient flow behavior of a double-layered bioswale with an underdrain pipe in 2D
space with high hydraulic conductivities to investigate the short-term transport phenomena for a
rapid discharge after a heavy precipitation event. Fig. 3.3 depicts the initial infiltration behavior of
a bioswale for the first short duration (75 s) of a precipitation event. The initial height and length
of the water body are both 5.08 cm as demonstrated in the left corner of Fig. 3.3(a), and the flow
speed is set as 0.1 m/s. After this initial moment of t(x) = 0, the water height is automatically
adjusted based on and due to the gravity and the surface boundary condition. The top air phase
and the bioswale interior are initially set as dry (represented in gray) assuming that the direct flow
input from the precipitation is negligible in Fig. 3.3(a). The early infiltration profile is depicted in
Fig. 3.3(b) as initiated due to gravity and the high conductivity of the topsoil. The interstitial void
spaces in the bioswale soil layers are initially filled with air assumed to be incompressible in the VOF
method. The top-left portion of the bioswale receives the running-off water first and then allows the
water to pass through with gravitational force. The migration of the infiltrated water in the lateral
direction is negligible within the soil layer. Flow inertia is fully damped in the topsoil layer, and
the gravity forms the primary driving force for the infiltration at this point. Compressed air in the
bioswale, due to the infiltration, generates dynamic channels for the escaping air from the porous
soil layer, as depicted in Fig. 3.3(c). As both air and water are assumed to be incompressible, this
counter-balanced transport is based on volume exchange between infiltrating water and buoyant
air. As time elapses, infiltration flow patterns become uniform along the horizontal direction, but
interestingly, striped horizontally. As the air initially in the soil layer is displaced to the right
by the entering water from the left, its local density in the bioswale becomes higher in the runoff
direction. The presence of the striped distribution of air and water phases, in our opinion, is due
to the limited spatial dimension of 2D space. The infiltrating flow at the inlet zone is dispersed
within the bioswale. The driving force of the infiltration is gravity, hindered by the presence of soil
grains. As noted previously, the downward infiltration is counter-balanced by the upward air flow,
exchanging the same amount of volume occupied. In our 2D configuration, pre-existing air is pushed
down by the infiltrating water and is effectively forced to move along the runoff direction on the top
of bioswale. This lateral migration of air within the bioswale reduces the infiltration of water and
induces the water migration in the same direction of the air migration. This distinct striped pattern
must be primarily ascribed to the 2D geometry that we employed, which is practically understood
by the (mathematically) infinite bioswale length along the normal direction to the cross-sectional
area shown in Fig. 3.2–3.6. (See next sections for details.) Fig. 3.3, however, clearly indicates
that the distribution of infiltrating water depends on the running-off flow direction, especially when
the bioswale has a high hydraulic conductivity. Since the bottom soil layer has 10 times smaller
Darcy constant, Fig. 3.3(d) displays higher water content above the top-bottom soil boundary line,
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passing through the drain pipe (near pipe holes). The lower water content below the top-bottom soil
boundary indicates an accelerated infiltrating flow to the bottom of the bioswale. The bottom soil
layer (having a higher hydraulic conductivity than that of the top-soil layer) mechanically supports
the less-porous top layer and induces the fast drainage through the pipe holes. The location of
the soil boundary can be set above the current boundary by reducing the low-conductivity soil
zone. The partitioning the heterogeneous soil zones can be designed based on the rain and runoff
patterns to maximize the bioswale performance, which will be the topic of our next study. Partition
of the top and bottom soil zones, therefore, can form an important design parameter for both the
infiltration rate and for the removal of pollutants.

3.3.2 Effects of inflow velocity on infiltration rate
Fig. 3.4 compares the air-water phase distribution at t = 60s for three inflow velocities, having

Darcy values equal to those of Fig. 3.3. For specific comparison, we put Fig. 3.3(a) as identical to
Fig. 3.4(a) having an inflow velocity of 0.1 m/s. We observed that the striped pattern disappeared
in Fig. 3.4(b) and 3.4(c) for higher inflow velocities of 0.2 and 0.3 m/s, respectively.

Due to the larger amount of running-off water on the topsoil surface, the infiltrating water
volume is considerably lesser than that of the laterally migrating water. Water distribution profiles
of Fig. 3.4(b) and 3.4(c) appear similar to each other. Thus, this similarity implies that the
infiltration velocity is almost independent from runoff velocity (if the runoff velocity is sufficiently
fast), but the counter-flow of the air is ubiquitous. This, in practical terms, indicates that the
high-conductivity bioswale must have a minimum threshold running-off velocity that generates the
spatially uniform infiltration pattern. Below the threshold value, the bioswale must exhibit lesser
symmetric infiltration patterns along the central vertical axis. In all cases, the phenomena of volume
exchanges between the air and water phases control the distribution of the infiltrating water under
the initial runoff effect on a dry bioswale. Now, Fig. 3.5 provides a closer view of the porous topsoil-
zone from Fig. 3.4, where the runoff water starts infiltrating due to gravity. The slower infiltration
speed is ascribed to a higher Darcy value of the topsoil. The water distribution of the slowest inflow
velocity of 0.1 m/s, shown in Fig. 3.5(a), contains a wavy pattern, which is due to the intermediate
air back-flow to compensate for the amount of water infiltration. This pattern gradually disappears
as the inflow velocity increases to 0.2 and 0.3 m/s, shown in Fig. 3.5(b) and 3.5(c), respectively.
Air backflow was observed in two locations, including one near the bioswale inlet and the other at
the right outlet. In summary, the three running-off velocities do not change the infiltration depth
shortly after the infiltration begins. This supports our previous observation from Fig. 3.4, the
infiltration speed and the depth are insensitive to the running-off velocity. Being consistent with
the implication from Fig. 3.4, only high conductivity changes the infiltration patterns, regardless
of the runoff velocity.

3.3.3 Effects of pipe hole on water-air phase distribution
Unlike conventional approaches that assume the stationary fluid at the porous media interface,
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(a)

(b)

(c)

Figure 3.4: Snapshots of infiltrating water distribution at t = 60 s to topsoil layer with inflow
velocities of (a) 0.1, (b) 0.2, and (c) 0.3 m/s. The two holes of the drain pipe are open.
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Figure 3.5: Closer visual investigation of infiltrating water distribution at t = 60 s to topsoil layer.
Runoff velocities of (a), (b), and (c) are equal to those of Fig.3.4.

Figure 3.6: Snapshots show the effects of pipe holes on the infiltration patterns, where pipe holes
are (a) open and (b) closed. The color of streamlines indicates the intensity of the pressure in the
bioswale.
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our CFD approach links the fast overland flow and the infiltration flow by introducing small enough
time interval of the CFD simulation. Fig. 3.6 depicts the infiltration streamlines of (a) open and
(b) closed pipes. For simplicity, we included the infiltration simulation results of Fig. 3.3(a) as Fig.
3.6(a) for open pipe holes, and Fig. 3.6(b) shows streamlines of closed pipe holes. In actuality,
the pipe holes are periodically located at every 30 to 60 cm along the pipe. As our simulations
are restricted to 2D space for a qualitative analysis with fast computation, the size of pipe holes
represents its averaged diameter along the longitudinal direction of the drain pipe. Alternatively,
the open and closed pipe hole cases of Fig. 3.6(a) and (b) can be understood as two cross-sections of
the bioswale at different locations, one passing through the pipe holes and the other in the middle of
the two periodic holes in the longitudinal direction. In the real 3D sub-surfaces of the bioswale, these
flow patterns must be periodically mixed depending on the averaged length between two adjacent
holes along the drainage direction. Periodically located circular holes will create heterogeneous flow
patterns above them since the infiltrating flow will experience the pressure gradient toward the
holes from locations above them. If there is no significant driving force to the fluid along the pipe
direction, then the flow pattern must also be periodic at the repetitive hole locations. Averaging
the flow patterns between two adjacent holes in 3D is equivalent to creating a smaller hole in our
2D configuration, having the same area for water penetration. The equivalent hole size in 2D is
calculated as a void area of a real 3D hole divided by the nearest distance between two adjacent
holes in 3D. The streamlines in Fig. 3.6(a) demonstrate simple vertical pathways of the mixed
phase fluid. The streamlines are shown as smooth and continuous because the bioswale is modeled
as a uniform porous media. Note that these streamlines do not individually express the pathway
of air and water, but represent phase-averaged flow paths. Because the pipe holes are also pressure
outlets, the apparent compression of air phase due to the infiltrating water is less significant than
that observed in Fig. 3.6(b). Two vertical columns are observed in Fig. 3.6(b) through which air
flows upward to reduce the gas-phase pressure (represented by a reddish color). In OpenFOAM,
the pressure of incompressible fluids is calculated as the actual pressure divided by the constant
fluid density to take advantage of computational efficiency. The initial air phase of the closed pipe
case is either trapped between down-coming water bodies or flowing upward through homogeneous
void spaces. Based on our findings, Fig. 3.6 implies that a considerable number of pipe holes may
reduce the local compression of air and hence minimize the infiltration resistance due to the counter-
balancing air flow. This trend can be limited to the soil matrixes of high permeability, but the air
backflow cannot be ignored in mass transport phenomena within the porous bioswale. Finally, we
found that a dynamic pattern of air distribution can be partially controlled by the geometrical
characteristics of the pipe holes.

3.3.4 Pollutant transport

We simulate the flushing of a partially dry bioswale as a maintenance strategy to washout
the pollutant buildup. The mass flux of zinc is calculated as the concentration multiplied by the
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Figure 3.7: Pollutant flux components in x� and y� direction through the left (L) and right (R)
pipe holes.

outgoing flow velocity through a pipe hole (i.e., J = Cu). It is assumed that a t = 0, the bottom soil
layer has ↵ = 1 and C = 1, 000 µg/L, and the topsoil layer contains ↵ = 0.5 and C = 500µg/L. Fig.
3.7 represents the transient mass fluxes in the x� and y� directions at both the left and right holes.
The initial discharge flux to the left hole (Jx) decreases rapidly in 10 s due to the gravity-driven
flow of water existing in the interstitial spaces. The right Jx shows a symmetric pattern to the left
Jx having an opposite direction of the negative sign. The left and right Jx has a mean and standard
deviation values of 162.45 ± 19.14 and �152.43 ± 18.15, respectively. A closer investigation shows
that the left Jx has a higher magnitude than the right Jx. This result may be explained by the
fact that infiltration starts at the left inlet on the top surface of a high conductivity. Furthermore,
the difference of Jx in the left and right holes may be attributed to the infiltrating water displaced
by the air from the left into the right holes, as confirmed in Fig. 3.3 and Fig. 3.4. The initial
infiltration of runoff at the left-top corner of the bioswale surface causes two distinct effects. First,
until the bioswale is fully saturated, water content has a decreasing trend along the surface runoff
direction. Second, this spatially biased infiltration pushes pre-existing air within the bioswale along
the same lateral direction, and, as a feedback, the pressurized air provides hydraulic resistance to
the lateral flow. Third, a fraction of pressurized air reaches the right wall and flows up due to the
buoyant force. Overall, the infiltration on the left-top surface is balanced with the escaping air-flow
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on the right-top surface. The restricted 2D configuration prevents the air and water movements in
the normal direction to the runoff (i.e., the pipe-aligned direction). The coupled transport of air
and water generates the biased drainage of infiltrated water to the pipe holes. If the bioswale is
initially fully saturated, then the magnitude difference of Jx of the opposite-sided holes must be
negligible. Jy values for both holes fluctuate near zero but their average values are positive. This is
because the holes are positioned at 4 o’clock and 8 o’clock directions and their normal surfaces are
slightly directed upward. We observe that when the Jy increases temporarily, Jx decreases. This
rather unexpected finding might be a result of the transport across the holes that water discharge
and air flows are counter-balanced. This flushing scenario shows that the bioswale can gradually
discharge pre-accumulated pollutants. Flushing could be used as a maintenance strategy for the
gradual or intermittent release of contaminants below a specific concentration during dry periods.

3.4 Conclusions
CFD simulations have been carried out to investigate coupled transport in a bioswale using

OpenFOAM version 4.1. This current study applies a computational approach to simulate the
initial infiltration trend with several conditions of the running-off water into a dual-media bioswale
with a drain pipe. Our work has several noteworthy features as follows.

First, the current study is, to the best of our knowledge, the first CFD application on bioswale
design and performance by the seamless coupling of overland and infiltrating water flows. For
the early-stage infiltration of stormwater, a threshold value of the runoff velocity exists, above
which the infiltrated water is uniformly distributed and below which the distribution is wavy. For
a fast runoff above high conductivity bioswale, the soil zone induces asymmetric water patterns
along the runoff direction. Second, a slow runoff velocity yields a wavy profile of the down-coming
waterfront, which gradually disappears as the running-off velocity increases. This flow behavior
must be partially ascribed to the 2D nature of the simulations, but it emphasizes the reverse flow of
air during the initial infiltration to the unsaturated bioswale. Third, the presence of the pipe holes
indicates the unique behavior of air dynamics inside the bioswale. When the pipe holes are closed
(or clogged), the air-phase pressure increases due to the going-down water volume, and vertical
void columns form for air flow channeling. To thoroughly understand the interaction between
infiltrating and escaping water flows, 3D CFD modeling is of great necessity, especially in the initial
infiltration stage. Fourth, we would like to emphasize that a new solver, interPhaseDiffusionFoam,
was successfully developed to simulate the non-volatile pollutant transport in separate phases at
different time scales. While the VOF method deals with only the phase-averaged quantities, the
new solver employed an algorithmic approximation based on physical interpretation and offered a
closer mimicking of the pollutant diffusion in the two-phase flow. Finally, we emphasized a need for
universal and reliable computational methods, which can be used to determine the dimensions of
bioswales. Note that current bioswale sizing guidelines lack consistency. Our current work is limited
to qualitative analyses of short-term and rapid-flow behaviors of highly porous 2D bioswales because
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experimental verification is an additional arduous task. These results, however, have significant
potential implication in the early-stages conceptual design and analysis of bioswales for better
efficiency and stable maintenance.

By having historical runoff data and thorough understanding of precipitation patterns, one can
control the time required to fully saturate a bioswale, depending on the periodicity of storm events.
Subsequently, CFD analysis can suggest optimal combinations of physical dimensions, hydraulic
conductivities, thicknesses of the dual (or even triple) soil layers, as well as the locations and
sizes of the drain pipes and perforated holes. Further modeling work is required to develop sizing
formulas to ensure optimal hydraulic performance. Long-term transport studies of the bioswale
would be beneficial to holistically understand in 3D the physico-chemical/biological reactions of
multiple pollutants in unsteady porous-media flow fields.
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CHAPTER 4
HYDRAULIC DESIGN PERSPECTIVES OF BIOSWALE
VEGETATION LAYERS: A META-RESEARCH THEORY

This part of the dissertation is a manuscript submitted on October 9, 2018 and accepted
for publication on November 7, 2018, to Desalination and Water Treatment.

Abstract: Optimized bioswale-design requires a fundamental understanding of mass and momen-
tum transfer through a bioswale vegetation layer (BVL) on top of the porous soil zone. Conventional
theories of canopy flows are applicable to structuring BVL in a planning phase. Plants in the BVL
can be modeled as an embedded collection of cylindrical rods characterized by using (mean) diam-
eter and height. The number density and spatial periodicity of the plants determine the structural
and hydraulic characteristics of the BVL. The current paper stands as what we are calling meta-
research or “research of research” consisting of an in-depth literature review followed by our own
theoretical development. A design equation for an emergent BVL is developed, which suggests the
minimum length-to-width ratio of a bioswale as a function of runoff hydraulic characteristics. We
calculate a proper bioswale length near which the viscous force fully supersedes the inertial force
along the BVL. Moreover, a supplementary graphical method is developed within this study as a
simple tool with which to design bioswale dimensions.

4.1 Introduction
A bioswale exists as a nature-based infrastructure, widely used for low impact development (LID)

in modern urban environments, which was first practiced in Prince George’s County, Maryland, in
the early 1990s [2, 46, 173] to reduce stormwater runoff and remove non-point source pollutants
[45, 188, 189]. A typical bioswale structure has dual or stratified layers, consisting of overland
vegetation and engineered soil zones. The underground soil zone is often pictured as a porous media
of varying porosity and hydraulic conductivity. Physico-chemical characteristics of the porous media
determine the runoff and pollutant removal capacities [141, 190]. As current bioswale designs depend
on empirical guidelines and suggestions, systematic research on bioswale transport phenomena began
only recently.

Structural modifications of LID systems are challenging in a practical sense after their initial
installation due to their large size and required initial costs. The estimation of the bioswale life-
expectancy is, therefore, an important process to ensure long-term operations, possibly with mini-
mum maintenance. Within the existing literature, bioswale research has been focused primarily on
experimental observations of runoff infiltration and pollutant removal within the underground soil
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media by measuring input and output flow rates and concentrations. The top surface of a bioswale
is often covered with a bioswale vegetation layer (BVL) primarily for landscaping purposes. The
BVL possesses structural as well as hydraulic aspects, which need to be considered for geometrical
designs because the BVL controls the longitudinal flow field and pressure distribution upon the
permeable bioswale surface. To the best of our knowledge, engineering roles of the BVL have not
been actively studied.

The basic fluid mechanics research on canopy flow can be readily employed to investigate the
BVL for the proper management of inland, overland, and infiltrating runoff flows. As the runoff
infiltration followed by the pollutant removal depends on the hydraulic drag created in the BVL, a
proper design of the BVL is as important as that of the internal porous structure of the bioswale.
In this work, we first examine the applicability of canopy-flow theories correspondingly to the BVL
analysis. Second, we derive a new design equation for proper bioswale sizing. And, third, we
develop a comprehensive graphical method that visually links hydraulic aspects of runoff flows and
geometrical aspects of the BVL structures. To explain the coupled role of the BVL, we include a
brief research background and a theoretical review in the following sections and propose a practical
graphical method as a BVL sizing tool.

4.2 Background
4.2.1 Particle and pollutant removal

A standard bioswale controls pollutant and solid loads from a surrounding catchment area [125].
Bäckström monitored the hydrological performance of a bioswale system over a 12-month period
and found that total suspended solids (TSS) removal had been reduced by 99% along a 100m
bioswale [191, 192]. Achleitner et al. investigated bioswales ranging from 2 to 10 years of age
and reported that regulatory assumptions of 15 years is a reasonable estimation of the replacement
time of engineered soil media [85]. Roinas et al. observed that most TSS removal occurs near
an inlet bioswale zone [137]. Xiao and McPherson measured inlet and outlet concentration of
suspended solids through a bioswale installed in a parking lot and reported 95% of removal by
measuring inlet and outlet concentrations [116]. Trowsdale and Simcock also examined the TSS
removal capability of a bioretention system, and found that the median concentrations of zinc
retained in the bioswale system still exceeded ecosystem health guidelines [123]. Other studies
focused on hydraulic and hydrologic aspects of bioswales through field studies [123, 138] and lab-
scale experiments [122, 193]. Even though the aforementioned studies provide engineering insights
regarding the removal capability of bioswales, these empirical analyses are limited to a small number
of detection points, asynchronized measurements with long time intervals, and visual investigation
subject to human perspectives. Moreover, coupled effects of surface runoff, the BVL structures, and
pollutant/solid removal were not systematically studied.
4.2.2 Design methods

Design methods based on empirical correlations or instructional criteria often indicate the min-
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imum regulatory requirements so as to build bioretention systems [14–16, 172]. These guidelines,
however, do not provide thorough methods based on scientific rigor in order to address site-specific
optimization of a bioswale. Based on our analysis of the stormwater guidelines for the western
United States, five approaches exist for sizing bioswales, which include Darcy’s law [4, 7], the ratio-
nal method [8–10], Manning’s equation [11], the curve number method [12], and the first-flush sizing
method [13]. In reality, bioswales can have various topologies of surrounding ground surfaces, where
the runoff flows are conveyed toward bioswale inlets. Although a rigorous computational method
such as computational fluid dynamics (CFD) can be used, there still exists a strong need to have
improved design equations for the bioswale sizing.

4.2.3 Plant structure

Conventional models for canopy flows have described vegetation structures as rigid or flexible
stems. The hydraulic flow with respect to plant height is characterized as in either submerged
or emergent conditions, where the physical stem height is lower and higher than flowing water
height, respectively. Originally, Petryk [194] experimentally investigated flows passing a group of
submerged cylinders in an open channel and developed a model to correlate the mean velocity
distribution across the channel, the drag forces upon each cylinder, and the hydraulic resistance
among a group of cylinders. This model is, however, limited to uniform laminar flow in a sparse
stem configuration for subcritical Reynolds numbers, for which the spacing between the nearest
cylinders are at least six stem diameters in the downstream direction. In past decades, various
researchers investigated the effect of vegetation configurations on its overall hydraulic resistance to
incoming runoff flows [73, 194–199].

4.2.4 Hydraulic/hydrologic aspects

The hydraulic/hydrologic aspects of a canopy layer research can be briefly summarized as follows.
For an emergent and flexible vegetation, Fathi-Moghadam and Kouwen developed a mathematical
model to estimate Manning’s roughness coefficient of flexible, emergent vegetative layers [200].
Finnigan developed a heuristic model, which provides a innovative perspective on turbulence flow
passing planted canopies for both the submerged and emergent cases [201]. This model qualitatively
describes the three development stages of the mixing boundary layer within vegetation zones of
various porosities. The stages include (1) the emergence of the primary Kelvin-Helmholtz instability,
(2) the clumping of the vorticity of the Kelvin-Helmholtz waves into vortices, and (3) the kinking and
pairing of the vortices. Despite the ecological and engineered significance of hydraulic interactions
between vegetation layers and interstitial fluid-flows, there is a paucity of studies that have examined
the influences of canopy/bioswale structures on the hydraulic drag to the interstitial flow fields.
The direct numerical simulation method (DNS) was used to examine single particle capture by
a circular cylinder in vortex-shedding regimes [202–204]. Although the work of Espinosa-Gayosso
et al. accurately simulated low-Reynolds number flows, their respective system includes only a
pair consisting of a particle and an embedded cylinder so that the many-body hydrodynamics was
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not included. King et al. characterized the aquatic vegetation as rigid cylinders fixed upon an
impermeable ground surface so as to model flow in the vegetation layer [205]. They conducted
physical experiments to validate their turbulence model through emergent and submerged BVL
cases. Although the experimental validation was successful within their study, six parameters should
be calibrated in addition to the standard  � ✏ model coefficients: flow depth, vegetative height,
drag coefficient, volume fraction, projected plant area per volume, and stem diameter. Existing
canopy-flow models are readily applicable to the BVL investigation using the the stem-cylinder
analogy [80, 205–207].

As discussed previously, bioswale systems provide an important transition zone from impervious
artificial surfaces to porous natural ground. Thus, understanding a bioswale’s hydrodynamic re-
sponse to incoming runoff flow is a critical procedure in order to characterize the respective bioswale
structure.

4.3 Theoretical Review
An understanding of flow resistance and conveyance capacity is critical for hydraulic BVL char-

acterization. Vegetation arrays (i.e. geometrical obstacles) can be described as either submerged or
emergent conditions, which may dynamically change with time during a precipitation event depend-
ing on the runoff height. The obstacles create a specific hydraulic drag that resists the incoming
flow to the internal BVL region. The drag coefficient of a canopy medium can be defined as

CD =
FD/Ac
1

2
⇢V 2

=
disspated energy density
kinetic energy density

(4.1)

where FD is the average drag force along the direction of the average flow, Ac is the area of the
plant array, ⇢ is the fluid density, and V is a representative fluid velocity.
Fig. 4.1 shows the geometrical aspect of stems embedded within the bioswale surfaces, in which
(a) and (b) indicate the submerged [208–210] and emergent conditions [211–216], respectively, and
(c) and (d) show staggered [73, 217] and squared [73, 210] configurations of embedded stems, re-
spectively. The submerged phase indicates that the dynamic water height hw is higher than the
physical plant height hv, which is equal to the wetted plant height l, i.e., hw > hv and l = hv. The
emergent phase is characterized using hw < hv and l = hw. Mathematically, the wetted length can
be expressed as

l = min (hw, hv) (4.2)

which means l is the shortest wetted length between hw and hv. Runoff flows entering the bioswale
generally have an transient water height due to unsteady precipitation patterns. The BVL would,
therefore, dynamically experience both emergent and submerged conditions. In particular, if a BVL
exists as a short grass layer, then the role of the grasses can be better viewed as a non-smooth
surface with a specific roughness providing a slip boundary condition. On the other hand, if the
BVL consists of plants of an order of O (10) cm, the emergent phase is preceded before reaching the
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Figure 4.1: Schematic of the geometric properties of an element representing a stem in (a) sub-
merged, (b) emergent conditions, and top view of bioswale dimensions in (c) staggered and (d)
parallel vegetation array patterns of length L and width B (= 2b).

submerged phase. In this light, we briefly discuss standard theories of canopy flows as applicable
to the bioswale sizing.

4.3.1 Submerged canopy theories

Barfield et al.’s work

Barfield et al. [218] developed the general shear stress model for the submerged condition by
defining a spacing hydraulic radius

rBTH = hv

✓
ĥw � 1 +

ŝ

2 + ŝ

◆
(4.3)
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and the ratio between bed and total shear stresses

fBTH = 1�
✓
ĥw +

1

2
ŝĥw

◆�1

(4.4)

where ĥw = hw/hv and ŝ = s/hv are normalized lengths of water and stem-spacing by the plant
length hv, respectively, s is the spacing of the elements in the vegetation canopy, and the subscript
BTH indicates the three authors of the work [218]. Without losing the generality, Eqs. (4.3) and
(4.4) can be applied for an emergent condition by mathematically letting hv = hw and hv = l by
considering hydraulic drags generated on the wetted surfaces. For the emergent case, a portion of
a stem above the water level is assumed to have negligible contribution to the total hydraulic drag.
Therefore, the physical length of the stem can be replaced by the wetted length l.

Stone and Shen’s work

Stone and Shen [198] investigated a steady open-channel flow through submerged cylindrical
stems of an equal height, distributed uniformly over a bed area. The total stress due to the water
flow ⌧w was represented

⌧w = ⌧v + ⌧b (4.5)

as a superposition of those due to the vegetation layer ⌧v and the bed surface ⌧b

⌧w = ⇢gShw
⇣
1� �l̂

⌘
(4.6)

⌧v = 1

2
⇢CDNdslV

2

c (4.7)

where g is the gravitational acceleration, S is the channel slope, ds is the stem diameter, N is the
number of plants per unit area, and l̂ = l/hw is the wetted height divided by the physical stem
length. In Eq. (4.7), Vc is the maximum velocity within the vegetation layer, which is related to
the approaching velocity Vl as

Vl = Vc

⇣
1� d

p
N
⌘
= Vc

"
1�

r
4�

⇡

#
(4.8)

where the area concentration � is defined as the fraction of the bed area occupied by cylindrical
stems

� =
⇡d2s
4

N =
⇡

4
ads (4.9)

where a = Nds is the projected plant area per volume. Then, the bed friction stress is derived as

⌧b =
1

8
⇢V 2

l fb (1� �) =
⇢g

C2

b

V 2

l (1� �) (4.10)
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where fb represents the friction factor, and Cb is the Chézy coefficient of the channel bed [219].
Finally, the flow resistance RSS is represented as

RSS = 1.385

✓
1

l̂
�
p
d2sN

◆r
g

Ndshw
= 1.385

 
hw
l

�
r

4�

⇡

!r
⇡gds
4�hw

(4.11)

of which the coefficient was obtained by a linear regression process using experimental data. In
Eq. (4.11), we noticed a condition that RSS is unconditionally a positive definite, which derives an
equivalent condition (i.e., hw � honset), where

honset =
q
N (dsl)

2 (4.12)

is an onset height of the water flow. Our interpretation of honset is as follows. If hw  honset, then
RSS becomes negative, which is unphysical. A possible mathematical treatment is to replace Eq.
(4.11) to

RSS = max (0, RSS) (4.13)

to replace a negative value of RSS by 0. This mathematical trick physically implies that the hydraulic
drag becomes meaningful if the water level is higher than the critical onset height honset.

Baptist’s work

Baptist proposed a resistance coefficient as [220]

RB =

✓
1

C2

b

+
CDal

2g

◆�1/2

+

p
g


ln

✓
hw
hv

◆
(4.14)

where  (= 0.41) is the Von Karman’s constant [221]. The bed-shear stress is estimated as

⌧bB =
⇢g

C
02
b

u2 (4.15)

using a modified Chézy coefficient C 0
b:

C 0
b = Cb +

p
g


ln

✓
hw
hv

◆s

1 +
CDahvC2

b

2g
(4.16)

which is also applicable to emergent canopies by setting hw = hv.

Cheng’s work

Cheng developed a model to describe an effective resistance above and within the submerged
vegetation layer in an open-channel flow [210]. A vegetation-related hydraulic radius was defined in
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his work as
rv =

⇡

4

�

1� �
D (4.17)

and the global flow resistance is expressed as

RCh = (1� �)

r
2grv
lCD

✓
l

hw

◆ 3
2

+ 4.54
p
g

�
��1 � 1

�✓1� l/hw
ds/hw

◆� 1
16
✓
1� l

hw

◆ 3
2

(4.18)

by calculating the mean flow velocities within and above the vegetation layer. Note that the first
and second terms of Eq. (4.18) has dependences on l/hw and 1� l/hw with the same exponent of
3/2. In this case, the term of the squared bracket seems to be a pseudo-constant as its exponent is
small (i.e., 1/16 = 0.0625 unless ds ⌧ hw).

Ghisalberti’s work

Ghisalberti developed a phenomenological model of obstructed flows across vegetation systems
and investigated the vertical flow penetration from the top surface of the submerged obstruction
layer of O(0.01� 0.1 cm) height [222]. As flow passes downstream through the obstruction zone,
the hydraulic drag on the bottom surface initiates an upward flux above the vegetation layer.
Ghisalberti introduced a length scale of the vertical flow penetration, denoted as �e, and found that
�eCDa ⇡ constant indicating that the length scale of the drag force is (CDa)�1. A higher drag CD

indicates a lesser penetration depth and lesser up-flow above the penetration zone. This penetration
behavior was considered as a cause of vortex generation in the shear zone above the obstruction
layer. Ghisalberti’s findings can be summarize by !rms / aUh / urms / u⇤, where !rms and urms

are the vertical turbulent intensities at the interface and in the streamwise direction, respectively,
u⇤ is the frictional velocity, and Uh is the slip velocity on the top of the obstruction layer.

4.3.2 Emergent canopy theories
Interestingly, the submerged canopy flows are investigated using flow resistance. In this section,

emergent canopy theories are reviewed for the drag coefficient CD.

Tanino et al.’s work

Tanino et al. [199] investigated the drag force exerted on randomly distributed, emergent circular
cylinders of uniform diameter d, by using the dimensionless ratio of the mean viscous drag per unit
cylinder, as originally proposed by Ergun [223] as:

⌦
fD
↵

µ hui = ↵0 + ↵1Rep (4.19)

as a function of plant Reynolds number

Rep =
hui d
⌫

(4.20)
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where ⌫ is the kinematic viscosity of the fluid, hui is the fluid velocity averaged over the void space
between stems,

⌦
fD
↵

is the average drag (in the flow direction) per unit stem length. Eq. (4.19)
assumes that ↵0 varies with �, and ↵1 is a constant. It has been, however, experimentally shown
that ↵1 increases monotonically with � and ↵0 is approximately constant if 0.15  �  0.35. The
vegetation layer provides an additional drag, which can be characterized by a drag coefficient (of
Eq. (4.1)):

CD ⌘
⌦
fD
↵
/
⌦
d̄
↵

1

2
⇢ hūi2

(4.21)

using the average over a time interval much longer than representative time scales associated with
turbulent fluctuations (denoted by an overbar) and using the space average over a void volume
between plants (denoted by angular brackets). Substituting Eq. (4.19) to (4.21) yields a new form
of the drag coefficient:

CD = 2
�
↵0Re

�1

p + 1
�

(4.22)

of which the first term represents the viscous contributions, and the second term indicates the
inertial contribution occurring due to the pressure loss in the cylinder wake. Previously, Koch and
Ladd investigated arrays of � = 0.05�0.4 and observed that the cylinder drag can be characterized
by a linear Rep dependence similar to Eq. (4.19), but with both ↵0 and ↵1 varying with � [224].
White also described the CD of a smooth isolated cylinder for 1 < Rep < 105 by an empirical
expression [221]:

CD ⇡ 1 + 10.0 (Rep)
�2/3 (4.23)

or equivalently ⌦
fD
↵

µ hui ⇡ 5.00 (Rep)
1/3 +

1

2
Rep (4.24)

In Eq. (4.24), the second term is dominant relative to the first term based on the exponent of Rep.
It was observed that the inertial term ↵1 increases monotonically with � at a given Rep, which is
attributed in part to the spatial variance of the time-averaged longitudinal velocity which increases
with �. A linear regression of ↵1 with � yielded

↵1 = (0.46± 0.11) + (3.8± 0.5)� (4.25)

as ↵0 is also sensitive to the volume fraction � [194, 199, 224]. Although Tanino et al. discussed
fundamental issues on the drag coefficient [199] as proposed by Ergun’s work [223] of Eq. (4.22),
the data analysis indicates that ↵0 is sensitive to both Rep and �.

Rominger and Nepf’s work

Rominger and Nepf investigated the interior flow within a rectangular porous zone consisting
of embedded cylinders of various blockages, interpreted as an occupied volume fraction by the
obstruction [217]. The obstruction layer consists of a collection of uniformly sized rigid cylindrical
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plants, as shown in Fig. 4.1(c). The uniform rectangular configuration has a cylinder array in a 2D
staggered lattice at half the distance between the nearest neighbor in both the x- and y-directions.
Applying the shallow water equations for continuity in the stream-wise and cross-stream directions,
the governing equations were set up as

@h hui
@x

+
@h hvi
@y

= 0 (4.26)

@h hui hui
@x

+
@h hvi hui

@y
= �1

⇢

@h hpi
@x

+
1

⇢


@h hpi
@x

+
@h hpi
@y

�
� hFx (4.27)

@h hui hui
@x

+
@h hvi hui

@y
= �1

⇢

@h hpi
@x

+
1

⇢


@h hpi
@x

+
@h hpi
@y

�
� hFy (4.28)

where u and v are the fluid velocities in the x- and y-directions, respectively, p is the fluid pressure,
and ⌧ is the shear stress. The double average notation is used to denote the flow averaging within
the rectangular configuration array within the macro time scale: hūi indicates an time average of ū
that is the spatial average of u. Fi (i = x, y) is the drag force exerted by the fluid, defined as,

Fx =
1

2

Cf

H
hui (hui2 + hvi2)1/2 (4.29)

Fy =
1

2

Cf

H
hvi (hui2 + hvi2)1/2 (4.30)

in which Cf represents the bed friction coefficient. The vertical length scale, H, is expressed as

H =

8
<

:
hw outside the canopy

(1� �) /a = 1��
Nd inside the canopy

(4.31)

where (1� �) /a indicates the void volume per projected area of the obstruction. The governing
equations (4.27) and (4.28) were scaled using the following characteristic parameters:

x ⇠ L, y ⇠ b, u ⇠ U1, v ⇠ bU1
L

,
@u

@x
⇠ �u

L
, and

@p

@x
⇠ �p

L
(4.32)

to have the following asymptotic relationships without the drag force terms

⇢
U1�u

L
⇠ ��p

L
� ⇢

Cf

2h(1� �)
U2

1


1 + (

b
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(4.33)
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⇠ ��p
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2h(1� �)
U2
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1 + (

b

L
)2
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(4.34)

The pressure and inertial terms must be in a balance unconditionally only if L ⇠ b for high flow-
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blockage. On the one hand, for a zero pressure gradient, the canopy length L is estimated as
(1� �) /CDa and further simplified to L ⇠ 2/CDa for the low flow-blockage (� ⌧ 1) for L � b as
previously investigated by Belcher [225]. The length scale of the canopy at which the viscous and
inertial forces are of the same order of magnitude was suggested as

L = (5.5± 0.4)

"✓
2

CDa

◆
2

+ b2
#
1/2

(4.35)

where the coefficient 5.5± 0.4 was obtained experimentally. Eq. (4.35) indicates that the represen-
tative width b and length L of the canopy are correlated through the drag coefficient, CD, while
the viscous and inertial forces are balanced. To apply Eq. (4.35) to the bioswale design, the drag
coefficient CD needs to be represented using hydraulic parameters of runoff flows.

4.4 Application to bioswale design

4.4.1 Drag Coefficient

Critical theories were closely reviewed in the previous section to determine specific BVL geome-
tries. Within our approach, two conceptual equations are combined:

CD = f (Rep) (4.36)

such as Eqs. (4.22) and (4.23) and

CD = f

✓
L

b

◆
(4.37)

such as an inverse form of Eq. (4.35). Eqs. (4.36) and (4.37) can be interpreted as the hydraulic
and geometric forms of the drag coefficient, CD, respectively. For an emergent BVL, we re-write
Eq. (4.35) as

CD =
2

ab

1p
⌘2 � 1

(4.38)

where
⌘ =

L

5.5b
(4.39)

is the dimensionless length scale, defined in this study. As noted above, 5.5 in Eq. (4.39) was
empirically obtained in Rominger and Nepf’s work [217]. In Eq.(4.38), the denominator ab (= Ndb)

can be treated as a design parameter. An alternatively meaningful parameter can be a bed volume
fraction, defined as

� =
⇡
4
npd2

2bL
=

⇡

4
Nd2 (4.40)
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where np is the number of stems within a BVL. Then, parameter ab has a specific expression of

ab = Ndb =
4�

⇡

b

d
=

2

⇡
�� (4.41)

where � = 2b/d is a dimensionless width (i.e., the bioswale width divided by by the stem diameter).
Substitution of Eq. (4.41) into (4.38), gives

CD =
C0

Dp
⌘2 � 1

(4.42)

where
C0

D =
⇡

��
=

2

Nbd
(4.43)

The drag coefficient decreases with volume fraction � and the stem diameter d. For a long bioswale
(L � b) of a bed volume fraction �, the asymptotic behavior of the drag coefficient can be approxi-
mated as CD / 1/ (L�). Here, we consider a specific exemplary case such that a stem has a volume
fraction of � ⇠ 0.314 and diameter 2.0 cm in a BVL of width 2b = 1m, then we have

� = 1.0m/0.02m = 50 (4.44)

ab =
2

⇡
�� =

2

3.14
⇥ 0.314⇥ 50 = 10 (4.45)

C0

D =
⇡

(0.314)⇥ 50
= 0.02 (4.46)

4.4.2 Graphical Method

To easily estimate an optimized length ratio of a bioswale, we developed a graphical method as
shown in Fig. 4.2. The drag coefficient CD is plotted with respect to Rep using Eq. (4.23) and
⌘ using Eq. (4.42). For example, if Re = 101.4 ' 25.10 (at position a), then CD is calculated as
2.17 (at position b on the solid line). A horizontal line of CD = 2.17 has nine cross-points with the
same number of ab lines (from 0.1 to 20). Among them, we select two cases for ab = 0.2 and 2.0

(positions e and c, respectively) for an explanatory purposes. Position d was determined by drawing
a vertical line at position c, which gives ⌘ = 1.10 and hence L/2b = 3.03. This result indicates
that the representative BVL length of 3.03 m (if 2b = 1m) is required to approximately balance
contributions from pressure and viscous forces. In other words, within the BVL of length 3.03 m,
the inertial force is dominant over the viscous force. CD rapidly approaches to 1.0 for ab = 2 within
the reasonable range of Reynolds number, 10 < Rep  100, of the incoming flows. For ab = 0.2,
position e provide a specific value of ⌘ = 4.72, which is equivalent to L/2b (= L/B) = 13.0. This
case indicates that for a BVL of width B = 1m,the pressure and viscous forces are balanced near
the end of the 13 m BVL. In summary, for a specific value of Rep = 25.1, the two cases of ab = 2.0

and 0.2 require the minimum lengths of 3.03 and 13.0 m, respectively, for the width B = 1.0m.
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A bioswale of low density, narrow width, or smaller stem diameter requires a longer length for
the hydraulic balance between the inertial and viscous forces. Position h (i.e., a cross position of
CD = f (Rep) and that for ab = 1.0) gives a special case that log Rep equals to ⌘. A vertical line
passing through the position h determines specific values of log10 (Rep) and ⌘, which are 1.83 for
both, and, hence, the length is estimated as L = 4.40m per 1 m width BVL. As CD is a rapidly
decreasing function of log Rep to 1.0, a matching point (like position h) must be located at a very
high value of Rep. In general, specific pair values of Rep and ⌘ fully depend on the two functional
representations of Eqs. (4.36) and (4.37). Basic mathematical dependence of CD on Rep is obtained
by differentiating Eq. (4.23), which qualitatively gives

@CD

@Re
< 0 and

@CD

@⌘
< 0 (4.47)

As Fig. 4.2 indicates, CD unconditionally decreases with respect to Rep and eventually converges
to CD ! 1 in the limit of Rep ! 1. Variations of CD with respect to L or ⌘ with a specific ab

require significant elongation of the bioswale length at a high Reynolds number to decelerate the
inter-stem flow enough. As we suggest this BVL length as the minimum, the designed BVL length
can be a few factors longer than the minimum length estimated using the graphical method of Fig.
4.2. Differentiation of CD with respect to the length L gives

@CD

@L
= � 2

abL

⌘2

[⌘2 � 1]3/2
! � 11

aL
(4.48)

which physically implies that for a long BVL (i.e., ⌘ & 3 at least), the variation rate of CD with L

is insensitive to the half-width b.

4.4.3 Structure linked to hydraulics

Fig. 4.3 shows the geometrical ratio ⌘ plotted as a function of of Rep, through Eqs. (4.23)
and (4.38), by eliminating evaluation of CD. Note that this design relationship is applicable only
for emergent conditions within specific ranges of 0.1  ab  20 and 100  Rep  105. Here, we
select a slightly different value of Rep = 101.5 = 31.623 (at position j) for a particular site; then, a
vertical line is drawn that intersects with several crossing points of specific ab values. An exemplary
case of ab = 0.2 is selected at position k from j. Then, position l was determined by drawing a
horizontal line from b, which gives ⌘ = 4.899 and hence L/B = 13.472. For the BVL to be affective
in decelerating flow, the length of the bioswale should be, in our opinion, three or more times the
estimated L to ensure that the inertial force is dominant only near the inlet zone. Moreover, Fig.
4.3 shows interesting trends as follows. ⌘ rapidly increase with Rep approximately for ab  1. For
cases of ab ? 1, ⌘ shows a very gradual increase in Rep. In principle, one can eliminate CD by
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Figure 4.2: The drag coefficient CD plotted with respect to Re (bottom x-axis) and ⌘ (top x-axis)
so as to find the optimal geometrical ratios for the bioswale design.

equating Eqs. (4.23) and (4.42) to have
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and asymptotically

⌘ ' 2/ab

1 + 10.0Re�2/3
p

=
2

ab

Re2/3p

Re2/3p + 10.0
(4.50)

or
L =

11

Nd

1

1 + 10.0Re�2/3
p

(4.51)

which indicates that a BVL length should be designed longer for low plant density N , smaller stem
diameter d, and high runoff Reynolds number, Rep. Then, Eq. (4.50) can be approximated for
small and large Rep such as

⌘ ' Re2/3p (5ab)�1 for Re2/3p ⌧ 10.0 (4.52)

' 2 (ab)�1 for Re2/3p � 10.0 (4.53)
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Figure 4.3: ⌘ plotted with respect Re to determine optimized length ratio of a bioswale valid for
0.1  ab  20 and 100  Re  105. Asymptotic lines drawn at zero and infinite Re are based on
Eqs. (4.52) and (4.53), respectively.

The plateau values shown in Fig. 4.3 matches the limiting value of ⌘ = 2/ab for high Rep. For
Re2/3p ⌧ 10.0, the log ⌘ vs. log Rep plot has a slope of 2/3. The boundary between the two limiting
cases can be obtained by equating the two limiting ⌘ of Eq. (4.52), which gives the critical Reynolds
number

Rep,cr = 101.5 = 31.623 (4.54)

which is the exemplary case discussed above. Interestingly, this critical Reynolds number is universal
and independent of ab. If the Reynolds number is higher than Rep,cr, then one can simply use
⌘ = 2/ab without losing design accuracy. Fig. 4.3 also shows the universal Rep,cr values by drawing
asymptotic lines at zero and infinite Rep for exemplary cases of ab = 0.3 and 0.4. The vertical line
passing through position k re-emphasize the critical Rep=31.623, above which the variation of ⌘

with respect to Rep becomes insensitive.

4.4.4 Verification and Comparison
Fig. 4.4 shows a plot of Ishikawa et al.’s experimental data onto ⌘ vs. Rep graph [1]. Ishikawa

et al. used a straight channel of fixed dimensions of 15m⇥ 0.3m (or equivalently ⌘ = 15m/(5.5⇥
0.15m) = 18.18) to determine the effect of plant density on the drag force exerted on to the plants.
We used their data set for two cases of the plant diameter d = 6.4 and 4.0 mm. In each case, they
studied the drag coefficient for four plant densities, three bed slopes, and three discharge velocities.
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Figure 4.4: Comparison of experimental data from Ishikawa’s study [1] (⌘ = 18.18) with the plot ⌘
vs. Rep.

Ishikawa et al.’s data, as summarized in Fig. 4.4, show a fixed ⌘ because a finite BVL size was
used in Ishikawa et al.’s study [1]. Scattered data points grouped for a specific ab value indicates
monotonously decreasing relationship between ab and Rep. It is worth noting that variation of ⌘ is
not sensitive to Rep for each ab value. As predicted, ⌘ ranges approximately from 1.5 to 4.5 for ab

values of Ishikawa’s cases, and ratio ⌘ex/⌘thr ranges roughly from 4 to 12, where ⌘ex and ⌘thr are
experimental and theoretical ⌘, respectively. This ⌘ range ensures that the inertial force is dominant
only near the inlet canopy region.

As our predicted value of ⌘ indicates the proper BVL length at which the pressure and viscous
forces are in balance with each other, the dimensionless length range from ⌘ to 2⌘ can be interpreted
as a BVL zone so that the inertial force becomes less significant than the viscous force. Moreover, in
the range of the dimensionless length greater than 2⌘, the viscous force becomes dominant so that
the BVL provides an effective hydraulic resistance to decelerate the entered runoff flow at the inlet
of the canopy zone. We suggest a safety factor of 3–5 to be multiplied to the theoretical ⌘ obtained
using the graphical method to ensure that the BVL zone effectively provides hydraulic resistance
to decelerate the incoming runoff flows.

4.5 Concluding Remarks
Flow resistance and channel-conveyance capacity are basic design parameters required in the
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hydraulic design of a vegetated bioswale layer. Current design for bioswales include five methods
such as Darcy’s law, rational method, Manning’s equation, curve number method, and first-flush
sizing method. To support the widespread adoption of bioswales, there is a need for improved
techniques regarding the predictive capability of hydraulic drag within and above the BVL so as to
optimize design methods. This study provides an original contribution to the literature involving
the coupling of structural and hydraulic aspects of bioswale systems.

After the in-depth review of canopy-flow theories, we employed Rominger and Nepf [217]’s and
Baptist [220]’s work to directly link plant Reynolds number and length scales of the bioswale systems
by mathematically eliminating CD. We then predicted a theoretical minimum length so as to balance
the pressure and viscous forces near the outlet of the bioswale. These formulas can be unified in
a general form of an emergent case that links the plant Reynolds number and ⌘ (= L/2.75B) as a
structural design parameter. We suggest a proper length of a vegetated bioswale to be calculated as
at least 3–5 times the theoretically predicted ⌘ using the graphical method developed in this study.
Engineers can draw upon this method as a tool that can provide them with guidance regarding the
predictive capability in the proper BVL length so as to enhance bioswale operation and maintenance.
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CHAPTER 5
CONCLUSIONS

Within the scope of research for this dissertation, a comprehensive theoretical framework, mod-
eling techniques, and a numerical algorithm have been presented regarding the design of bioswale
systems. A series of studies on these topics are specifically examined beginning with Chapter
2, which discusses a theoretical model of quantifying bioswale unit processes. The framework is
formed by combining current and modified theories regarding a water and wastewater treatment
plant (WWWTP). Findings from this study demonstrate that the structural aspects of a bioswale
are perceived as a combined WWWTP. The model effectively describes a bioswale and governing
equations for each respective bioswale unit operation. The theoretical analysis is restricted to phys-
ical, chemical, and fluidic processes, excluding the biological. In addition, the computational fluid
dynamics (CFD) technique was evaluated for its strengths and attributes as a tool in the prelim-
inary design stages as considered for improved bioswale design. CFD simulations offer a rigorous,
microscopic approach to represent the coupled transport phenomena within a bioswale. The frame-
work of this study “Understanding bioswale as a small water and wastewater treatment plant: a
theoretical review” exists as the foundation from which the CFD modeling study proceeds in the
Chapter 3.

For the focus of Chapter 3, a CFD simulation is applied toward the modeling of coupled
transport within a bioswale system using OpenFOAM version 4.1 (www.openfoam.org). The 2D
model presented within Chapter 3 is focused on specific bioswale configurations for polluting and
flushing cases using a new solver, interPhaseDiffusionFoam (https://github.com/enphysoft/
interPhaseDiffusionFoam), developed throughout this doctoral work. The polluting scenario in-
dicates storm runoff containing a pollutant concentration entering into an ideally fresh bioswale,
without having water content and accumulated pollutant mass. The flushing is an opposite case, in
which the bioswale is pre-contaminated with a specific concentration (assumed to be known) and
the entering runoff flow have a negligible pollutant concentration. Results from the polluting case
showed that for the early-stage infiltration of stormwater, a threshold value of the runoff velocity
exists above which the infiltrated water is uniformly distributed. Below this threshold value of the
runoff velocity, a slow runoff velocity yields a wavy profile of the down-coming waterfront, which
gradually disappears as the running-off velocity increases. This flow behavior is partially attributed
to the 2D nature of the simulations. For a fast runoff above a bioswale of high hydraulic con-
ductivity, the soil zone induces asymmetric water-distribution patterns along the respective runoff
direction. Also, the bioswale configuration plays a role in the unique behavior of air dynamics
inside the bioswale. When the drain pipe does not have holes (or holes are clogged), the pressure
of preexisting air within the sub-soil zone increases due to the infiltrating water downward, and,
therefore, vertical void columns form for air-flow channeling to the top ground level. In the flushing
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case, zinc, a representative non-volatile pollutant, was studied to simulate pollutant concentration
build-up within a bioswale from a previous storm event using interPhaseDiffusionFoam solver.
This new solver incorporates an algorithmic approximation based on the physical interpretation of
a phase boundary. In addition, it allows for a closer mimicking of the pollutant diffusion within the
two-phase flow as compared to the conventional volume of fluid (VOF) method, which deals with
only the phase-averaged quantities to approximate free boundaries. The results from the flushing
scenario substantiates that the bioswale can gradually discharge pre-accumulated pollutants. This
study offers some insights into how the flushing effect could be used as a maintenance strategy
for the gradual or intermittent release of contaminants below a specific concentration during dry
periods (between storm events).

Chapter 4 reviews canopy-flow theories currently available, given contemporary research, that
are applicable for the initial design of bioswale systems. The findings from this meta-analysis led
to the development of a numerical algorithm that directly linked plant Reynolds number and the
bioswale vegetation layer (BVL) length-scale, ⌘, by mathematically eliminating the drag coefficient,
CD, for an emergent case. As a practical design tool, a graphical method was developed to directly
calculate the proper BVL length using an estimated Reynolds number when the pressure and viscous
forces are balanced. The results are verified and compared to values in the existing literature in
which a safety factor of 3–5 is to be multiplied by the theoretical ⌘. The safety factor ensures that
the BVL zone effectively provides hydraulic resistance to decelerate the incoming runoff flows.

The present study addresses pervasive issues within the stormwater management of runoff and
non-point source pollution. Taken together, the findings, as presented within this dissertation,
extend our respective knowledge as design engineers concerned with improving predictive theoretical
and computational approaches for characterizing engineered bioswale systems.
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APPENDIX A

APPENDIX

A.1 Brief review of the VOF algorithm with mass transfer

Basic Formalism

The mass conservation for the local concentration Ck (r, t) in a phase k [1 for liquid (water) and
2 for gas (air)] is

@Ck

@t
+r · (UkCk) = �r · Jk (A.1)

where Uk and Jk are the local fluid velocity and diffusive flux of pollutants, respectively. The
diffusive fluxJk is assumed to follow Fick’s law of diffusion:

Jk = �DkrCk (A.2)

where Dk is a diffusivity constant.If a cell volume of a computational grid contains both the liquid
and gas phases, Eqs. (A.1) and (A.2) are to be averaged within the cell volume. The following
equation shows that a fraction of phase k is defined as a ratio of the volume and the total cell
volume,

↵k =
Vk

Vc
(A.3)

An average quantity of an arbitrary physical variable q in the cell volume is

q =
1

Vc

Z

Vc

qdV =
X

k

↵kq̄k = ↵1q̄1 + ↵2q̄2 (A.4)

where
q̄k =

1

Vk

Z

Vk

qdV (A.5)

is an average of q only in phase k. If Eq. (A.1) is averaged along the overall cell volume. Thus, we
have the following expression

@↵kCk

@t
+r ·

�
↵kUkCk

�
= �r · ↵kJk (A.6)

Now we make a sum of each side of Eq. (A.6) with respect to k, which leads to

@C

@t
+r ·UC = �r · J (A.7)
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where

C = ↵1C1 + ↵2C2 (A.8)

UC ' UC = ↵1U1C1 + ↵2U2C2 (A.9)

Similarly, the average flux is defined as J =
P

2

k=1
↵kJk, but if this definition is applied, J cannot

be represented using the cell-volume averaged quantities. An approximation using the averaged
diffusivity is applied to both the liquid and gas as follows:

J ' �D [↵1rC1 + ↵2rC2] (A.10)

where the mean diffusivity is calculated as a phase-average

D = ↵1D1 + ↵2D2 (A.11)

For simplicity, we omit the subscript 1 for ↵ and replace ↵2 by 1� ↵. At the phase boundary, the
pollutant partition between the two phases can be approximated using Henry’s law (i.e., C2 = HC1),
where H is a dimensionless Henry’s constant. The mean flux J is represented to

J = �D [rC � �r↵] (A.12)

using a mathematical identity ↵1rC1 = r [↵1C1]� C1r↵, The final governing equation using the
volume average is Eq. (8) in chapter 3, having the effective convective transport controlled by the
average phase velocity U.

Additional treatment

Unless solutes are volatile, mass transport between the liquid-gas interface is negligible. In
this case, parameters should be appropriately selected to entirely prevent the interfacial diffusive-
transport. The diffusivity within a gas phase is approximately 103 � 104 times higher than that
within a liquid phase. In this case, Eq. (A.11) may not be a proper choice to maintain solute
molecules in the liquid phase, minimizing the mass transfer to the gas phase.

If the gas phase concentration C2 is initially zero and there is no mass transfer from the liquid
phase, then C2 should be maintained as zero. The volume of fluid method linked to the current
diffusion algorithm does not guarantee the mass diffusion limited to the liquid phase. To mathe-
matically implement this real phenomena to out CFD simulations, we used an arbitrarily forceful
condition:

D2

D1

⇡ C2

C1

= H ⌧ 1 (A.13)
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which is similar to original Henry’s law. Then, for small values of H, we calculated

D = D1 (↵+ (1� ↵)H) ! ↵D1 for small H (A.14)

and more importantly
D� = D1 (1�H)C ! D1C for small H (A.15)

Therefore, we have

@C

@t
+r ·UC = r (D1↵rC)�r (D1Cr↵)

= D1r (↵rC � Cr↵) (A.16)

where D1r(↵rC) indicates the diffusive flux with a diffusivity D1weighted by the liquid fraction
a, and �D1Cr↵ implies back transport of a from the gas phase to the liquid phase. This diffusion
coefficient of a is conceptually determined as CD1. This solver is named interPhaseDiffusionFoam
and available online [226].
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NOMENCLATURE

↵0 empirical coefficient in Eq. (4.19)

↵1 empirical coefficient in Eq. (4.19)

�e length scale of the vertical flow penetration

 Von Karman’s constant

� fraction of the bed area occupied by cylindrical stems

⌫ kinematic viscosity

!rms vertical turbulent intensity at the interface

� solid volume fraction

⇢ density of water

⌧ stress
⌦
d̄
↵

characterstic plant width

ĥw scaled length of water depth

l̂ wetted stem height per water height

ŝ scaled length of average vegetation height
⌦
fD
↵

average drag in the direction of the average flow per unit length of stem

hui fluid velocity averaged over the void space between stems

u depth-averaged flow velocity

a projected plant area per volume, Nds

Ac front cross-sectional area

B width of a vegetation layer

b half width of a vegetation layer

Cb Chézy coefficient of the bed

C 0
b drag force for both submerged and emergent vegetation conditions using Baptist [207]
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CD drag coefficient

Cf bed friction coefficient

ds stem diameter

f stress ratio

FD average drag force

fb friction factor

Fi drag force exerted on the fluid in the x- and y- directions for (i = x, y)

g gravitational acceleration

H vertical length scale of the canpoy

honset water height of resistance onset

hv physical vegetation height

hw dynamic water height

L length of a vegetation layer

l wetted vegetation height

N number of plants per unit plant area

R flow resistance

r hydraulic radius

S channel slope

s spacing between stems

u fluid velocity in the x-direction

u⇤ frictional velocity

U1 uniform flow

urms vertical turbulent intensity in the streamwise direction

Uh slip velocity on the top of the obstruction layer

V mean flow velocity averaged over the void space
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v fluid velocity in the y-direction

Vc maximum velocity within the vegetation layer

Vl approaching velocity

Rep plant Reynolds number

BTH Barfield, Tollner and Hayes

B Baptist

Ch Cheng

SS Stone and Shen

b bed

v vegetation

w water
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