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Abstract 
The vision of Industrie 4.0 includes the automated 

reduction of anomalies in flexibly combined production 

machine groups up to a zero-failure ideal. Algorithmic 

real-time detection of production anomalies may build 

the basis for machine self-diagnosis and self-repair 

during production. Several real-time anomaly detection 

algorithms appeared in recent years. However, different 

algorithms applied to the same data may result in 

contradictory detections. Thus, real-time anomaly 

detection in Industrie 4.0 machine groups may require 

a benchmark ranking for algorithms to increase 

detection results’ reliability. This paper makes a 

qualitative research contribution based on ten expert 

interviews to find design principles for such a 

benchmark ranking. The experts were interviewed on 

three categories, namely timeliness, thresholds and 

qualitative classification. The study’s results can be 

used as groundwork for a prototypical implementation 

of a benchmark. 

1. Introduction  

In 2011, the vision of Industrie 4.0 was initiated in 

Germany to characterize the production paradigm of the 

future [11]. An essential target of Industrie 4.0 is the 

autonomous control of production machines [17]. To 

this end, machines shall be equipped with a range of so-

called self-X competencies [5]. Among these, self-

diagnosis and self-repair include the autonomous 

detection and elimination of anomalies during 

production processes. Since about 2013, the number of 

publications on automated real-time anomaly detection 

has been increasing continuously [18]. The year 2021 

ushers in the second decade of the Industrie 4.0 vision 

and self-diagnosis and self-repair competencies 

continue to form essential components [2]. 

At the same time, the ongoing digitalization of 

production environments in the context of Industrie 4.0 

supposedly increases production flexibility [11]. Using 

technological capabilities to combine single production 

machines to temporary groups performing tasks jointly 

shall enable meeting individual customer needs and lead 

to competitive advantages. However, anomalous 

behavior in one machine may propagate to connected 

group members [6]. Finding anomalies’ roots is more 

complex in flexible configurations consisting of 

multiple machines [19]. Moreover, supposedly 

inconsequential anomalies that might remain unnoticed 

by experts may significantly affect other parts of the 

production ensemble. This rising complexity may 

require automated, algorithmic anomaly detection in 

production even more [10].  

To monitor production with regards to anomalies, 

companies increasingly deploy sensor technology [8]. 

Sensors enable real-time views on production by 

constantly emitting data streams [9]. There are several 

domain independent openly accessible algorithms that 

aim to detect anomalies in such streams [16]. Usually, 

several algorithms are deployed in parallel to determine 

anomalies as there is no single algorithm that fits all 

scenarios best [18]. To the best of our knowledge no 

Industrie 4.0 specific factors have been defined to 

support the selection of fitting real-time anomaly 

detection algorithms. The deployment of different 

algorithms to the same data to determine production 

anomalies may lead to contradictory results. These 

contradictions put decision makers in a dilemma. On the 

one hand, they may decide that an anomaly exists when 

there is an indication by one of multiple algorithms and 

invest work in attempting to correct the anomaly, at the 

risk of reacting to false alarms. On the other hand, 

decision makers may decide to fix anomalies only on the 

indication of multiple algorithms, which can lead to 

smaller anomalies being overlooked and propagated in 

the machine groups. To preventively avoid such 

dilemmas, it is necessary to understand which factors 

may support algorithm benchmarking, i.e. evaluation 

and prioritization, and how to implement them. On this 

basis, we formulate the following research question: 

Which Industrie 4.0 specific design principles can be 

defined to benchmark real-time anomaly detection 

algorithms? To find design principles, we conducted 

qualitative interviews with industry experts to get an 

understanding on what matters to them regarding 
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anomaly detection evaluation. We restricted the scope 

of investigation to the three categories timeliness, 

threshold setting and qualitative classification as these 

are discussed in related studies [7, 13, 18]. 

The paper proceeds as follows. Section two outlines 

evaluation categories for anomaly detection algorithms 

in Industrie 4.0. Section three details the qualitative 

research approach taken to find answers to the research 

question. Sections four and five aggregate the research 

results and provide a discussion and conclusion. 

2. Evaluation categories for real-time 

anomaly detection in Industrie 4.0 

Several different open source real-time anomaly 

detection algorithms have been developed in recent 

years [16]. In general, all of them underlie the 

assumption that the vast majority of generated data 

adheres to expectation, whereas anomalies are 

exceptional [4]. Yet, the application of different 

algorithms leads to different results. Figure 1 

exemplarily shows the results of five state-of-the-art 

algorithms from [16] applied to a real data set of 

machine temperature measurements over a span of four 

days. The differences in detection results make it 

difficult to interpret where anomalies actually occur. For 

this reason, [13] have developed a benchmark to 

prioritize real-time anomaly detection algorithms. 

However, in the benchmark, algorithms are evaluated 

without further context. In order to evaluate algorithms 

specifically for the Industrie 4.0 context, design 

principles for a specific benchmark are required. 

Context-specificity results from mechanisms used to 

analyze and evaluate production data regarding 

adherence to expectation. In related studies, three 

categories for design principles are identified regarding 

real-time anomaly detection evaluation, namely 

timeliness, threshold setting and qualitative anomaly 

assessment as presented in the following [7, 13, 18].  

The first category refers to the time between 

anomaly occurrence, detection and notification. 

According to [13], timeliness is of major importance as 

optimal algorithms are supposed to detect anomalies as 

early as possible, so that countermeasures against 

anomalies can be initiated as soon as possible. The 

structured literature review presented in [18] identifies 

requirements for real-time anomaly detection in 

Industrie 4.0. The majority of analytical requirements 

such as fast data preparation emphasizes the importance 

of timeliness. The possibility of analyzing various 

influences in production in real-time is given by the 

progress in sensor technology [17]. Smart sensors are 

able to measure and communicate various signals for 

analysis in real time. Furthermore, there are different 

types of notifications, such as audible alarms or visual 

pop-up messages. [1] implement a middleware in which 

notifications should reach the correct addressee as 

quickly as possible. For this purpose, they minimize the 

time between anomaly detection and notification.  

Threshold setting is an intensively discussed topic 

in practical applications for anomaly detection in 

Industrie 4.0 [12, 18]. Thresholds are upper and lower 

bounds normal values shall not trespass [3]. Each data 

occurrence outside these thresholds is declared as 

anomalous. Threshold values may change during 

analysis as they may have to adapt to production 

conditions [13, 16]. For example, the maximum 

expected temperature of an engine shortly after start 

may be initially lower than during full operation. A key 

argument for considering threshold adherence in 

anomaly detection is that it can be easily controlled at 

low cost. In addition, appropriate measures can be 

prepared for cases of threshold violations. [12]. 

 
Figure 1. Different anomaly detection results 

per algorithm applied to an extract from a real-
world machine temperature data set 

The real-time anomaly detection algorithm 

benchmark in [13] considers whether an anomaly is 

detected by an algorithm or not. This means that the 

benchmark restricts to the detection of true and false 

positive and negative anomaly detections. A qualitative 

classification, e.g. whether certain anomalies should be 
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detected with higher priority than others is not included. 

However, research shows the need for qualitative 

anomaly assessment [7, 14]. [7] develop requirements 

for data sets that can be used for benchmarking anomaly 

detection algorithms. According to the authors, each 

instance in data sets should be assigned to meaningful, 

qualitative categories. Examples of such categories are 

detection difficulty or anomaly impact. In this regard, 

anomaly detection algorithms may be benchmarked 

according to their capability to detect anomalies 

belonging to the most difficult or impactful class.  

3. Methodology 

Ten qualitative, semi-structured interviews with 

industry experts have been conducted to get impressions 

of how real-time anomaly detection in terms of 

timeliness, threshold setting and qualitative anomaly 

assessment is evaluated in practice. The main goal is to 

formulate design principles for a real-time anomaly 

detection algorithm benchmark based on these 

impressions. The interviews were conducted 

individually in a period of three months and correspond 

to the guidelines proposed by [4].  

They took about 30 minutes each. The language of 

choice was German as all participants were native 

speakers. The results were translated to English after all 

interviews. At the beginning of each interview, the 

interviewees were first asked about the size of the 

company they work for and their role in the company, 

as well as the length of their practical experience in real-

time anomaly detection in Industrie 4.0 production 

environments. Table 1 shows information on the 

interviewees such as their own role description. 

Machine operators are directly involved in the 

detection of anomalies through their daily involvement 

in production processes. They do not calibrate or 

parametrize anomaly detection mechanisms themselves. 

However, they read out and interpret anomaly detection 

results during production to start appropriate 

countermeasures. Therefore, they contribute experience 

in detecting and handling anomalies to our study. 

Manufacturing engineers as well as project engineers 

consider anomaly detection mechanisms in production 

planning. To this end, they need to consider potential 

anomalies' effects on production. Information on 

potential anomalies may result from prior experience. 

Table 2 provides details on the interviewees’ 

companies. All interviewees are German, yet, we 

emphasize that nine of ten interviewees work in 

internationally operating companies, so that results are 

not necessarily restricted to German manufacturing 

contexts. All interviewees have at least two years of 

practical experience with real-time anomaly detection in 

production environments in the indicated fields of 

occupation. Both industrial machine manufacturing 

companies focus on customer individual production, the 

others produce for the general market. After gathering 

the information presented in tables 1 and 2, the 

interviewees were asked on the three categories, where 

the purpose of each category was briefly explained 

before the questions. 

Table 1: Information on interviewees 

Occupation Role description  No. 

Machine 

operator 

Responsible for operational 

setup and maintenance of 

production machine groups as 

directed by machine 

manufacturers and 

manufacturing engineers. 

 

5 

Manu-

facturing 

engineer 

Responsible for medium to 

long-term planning and 

maintenance of production 

machine groups. 

 

3 

Project 

engineer 

Scheduling and use of 

machine groups in different, 

partially dependent production 

programs. 

2 

 

Table 2: Information on companies 

Industry Operated country No. 

Machine spare parts 

manufacturing 

Worldwide (1), 

Germany (2) 

3 

Vehicle 

manufacturing 

Worldwide 4 

Industrial machine 

manufacturing 

Germany,  

Netherlands 

2 

Industrial 

production 

automatization 

Germany 1 

 

Before starting with the first category, the 

interviewees were advised that the questions are only 

guidelines and that a free, open dialogue on the topic is 

desired [4]. Table 3 shows the questions from the semi-

structured questionnaire. All questions are generic to 

enhance free, unbiased answers.  

The first question regarding timeliness is supposed 

to deliver answers on time robustness of anomaly 

detection and notification. The hint was given that the 

question implied that anomalies may be detected and 

reported late or early after their occurrence. Answers to 

this category took about eight minutes on average, all 

interviewees responded to the question.  
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Regarding threshold setting as second category two 

questions were asked. The first one is an open question 

on the consideration of thresholds in real-time anomaly 

detection. The question was explicitly restricted to 

thresholds used for distinction of normal and anomalous 

production values to prevent confusion with other 

production-related thresholds, such as minimum 

number of employees for production supervision. All 

interviewees responded to that question. Secondly, a 

narrower question on the measure for threshold value 

definition was asked. Due to the lack of information, 

two interviewees could not provide an answer on the 

second question. Answering the questions from the 

second category took about eleven minutes.  

Table 3: Semi-structured questionnaire 

 Timeliness 

Q1: In how far should real-time anomaly 

detection evaluation consider the timely 

detection and notification of potential 

anomalies in a data sequence? 

Hint: “Timely detection and notification” may 

mean both early or late detection and 

notification after anomalous occurrences. 

 Threshold setting 

Q2: In how far should real-time anomaly 

detection evaluation consider thresholds? 

Hint: The question is limited to thresholds that 

distinguish expectable production values 

from anomalies. 

Q3: On what basis do you define thresholds for 

real-time anomaly detection? 

 Qualitative classification 

Q4: In how far should real-time anomaly 

detection evaluation differentiate 

anomalies qualitatively? 

Hint: Qualitative anomaly differentiation refers 

to potential differences regarding kinds of 

anomalies. 

In the last category, the interviewees were asked an 

open question on considerations of qualitative 

differences among anomalies in their companies. As 

most respondents had difficulty understanding the 

question, they were given the hint that qualitative 

differences may refer to different kinds of anomalies. 

After that, all interviewees answered the question in 

about nine minutes on average. 

After all interviews, the answers were analyzed and 

reduced following the steps in [15]. In line with the 

"paraphrasing" step, statements were classified 

according to the question categories. This was necessary 

because some interviewees returned to previous 

questions in the course of the interview. Furthermore, 

the answers were examined for digressions, which were 

subsequently removed. According to the 

"generalization" step, the essential content of the 

statements was concisely formulated in short phrases. 

Finally, two reductions were made. The reductions 

included a summary and an aggregation of the short 

phrases and the subsequent induction of design 

principles [15].  

4. Results  

Table 4 shows the results of the qualitative 

interviews. The second column contains a list of phrases 

that were mentioned by more than five interviewees. 

Column three contains the design principles as generic 

statements resulting after two reductions following [15]. 

Column four shows the number of interviewees who 

made statements during the interview that can be 

subsumed under the design principles. With regard to 

timeliness, most interviewees stated that they are aware 

that the time lag between anomaly occurrence, detection 

and notification is documented. The time margin when 

an anomaly is reported is adjustable depending on the 

machine group and production project. The advantage 

of reporting as early as possible after occurrence is that 

an immediate reaction is possible. However, most 

interviewees state that an early report of the anomaly 

also means that no further, longer analysis takes place 

and that the consequences of the potential anomaly are 

not considered. I.e., the possibility that a potential 

anomaly is inconsequential or of low relevance and thus 

negligible is discarded when an alarm for an anomalous 

occurrence is raised as each alarm is taken seriously. As 

a result, early reports may often lead to negligible or 

even false alarms. Consequences, such as shutting down 

production to accurately identify and eliminate the 

anomaly, may thus be erroneously initiated. Such 

unnecessary actions have financial consequences, 

because they delay production. For this reason, eight of 

the interviewees emphasize the need for time 

robustness. Specifically, this means that further 

automated analysis as well as monitoring of 

consequences should be initiated after the occurrence of 

potential anomalies, but not directly a notification that 

an anomaly exists. 

All interviewees found that thresholds are the most 

important indicators of whether a value measured in 

production is normal or anomalous. In fact, seven of 

them took longer than a minute to come up with 

methods that are alternative to thresholds and support 

delineating anomalies. An example of an alternative 

method is the visual inspection of pressed metal sheets 

for cracks.  
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Table 4: Results from qualitative interviews 

Question Phrases mentioned by more than five 

interviewees 

Design principles after two 

reductions (following [15]) 

No. 

Timeliness  

Q1 Time of occurrence and detection is always 

measured and documented; 

Time lag between occurrence and notification is 

measured and documented 

DP1: Real-time anomaly detection 

evaluation needs to consider 

whether anomalies were detected 

and notified early or late after 

occurrence. 

7 

Immediate detection and notification are 

advantageous for countermeasures; 

Delayed notification is sufficient most of the time; 

Delayed notification is more robust against false 

alarms;  

Delayed notification enables longer analysis; 

Robustness required; 

False alarms hinder process significantly 

DP2: Real-time anomaly detection 

evaluation needs to consider that 

raising early anomaly alarms might 

increase false alarm rates. 

Therefore, real-time anomaly 

detection evaluation needs to 

consider a certain robustness. 

8 

Threshold setting  

Q2 Differentiation happens almost always on the basis 

of thresholds;  

Very few alternatives to thresholds are used  

DP3: Real-time anomaly detection 

evaluation needs to consider 

thresholds, as these are the most 

frequent mechanism for anomaly 

detection in production. 

10 

Q3 Not documented experts’ experience is used; 

Expert consultation is necessary; 

Ad-hoc intuition is used; 

All production processes are simulated; 

Manufacturer provides threshold values; 

Strong dependence on material composition; 

Material-specific information is used 

DP4: Real-time anomaly detection 

evaluation needs to consider 

personal experience from 

production step specific experts as 

well as simulation and statistics on 

materials to set fixed and dynamic 

thresholds. 

7 

Qualitative classification  

Q4 Qualitative anomaly classification builds on impact 

calculation;  

 

DP5: Real-time anomaly detection 

evaluation needs to consider 

systematic classification of 

anomalies according to their impact.  

7 

Impact calculated based on time of machine 

standstill; 

Impact calculated based on number of influenced 

production machines; 

Impact calculated based on work effort of 

countermeasures; 

Impact calculated based on financial effort of 

countermeasures;  

DP6: Real-time anomaly detection 

evaluation needs to consider time, 

cost and intensity requirements of 

countermeasures to determine 

anomalies’ impact and thus 

classification. 

8 

Two different types of thresholds were described, 

fixed thresholds apply unchanged throughout the 

production period. An example is the target weight of 

produced workpieces. Other threshold values are 

dynamic over time, because they depend on changing 

production variables. For example, the temperature of a 

press machine for metal sheets changes with the number 

of pressed sheets per minute due to friction. If the 

temperature of the sheets is now measured, threshold 

values that delimit whether a temperature value is too 

high or too low must be adjusted accordingly.  

The interviewees mentioned three different sources 

for the determination of threshold values. The personal 

experience of machine operators and especially machine 

engineers was mentioned by six interviewees. Personal 

experience is not documented. Corrective actions can 

also be based on situational intuition. Furthermore, the 

simulation of production processes helps to determine 

threshold values before the start of production. Thirdly, 
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statistics on the material of the machine and the 

workpiece support the determination of threshold 

values. These are either taken from empirical sources or 

are already given by the manufacturer of the machines. 

Seven interviewees were aware of the qualitative 

classification of anomalies after the hint from table 3 

was given. Three mentioned a classification they were 

aware of into negligible, relevant, strong, and critical 

anomalies. The classification depends on the difference 

in the impact of an anomaly. Examples of anomaly 

impact include the number of production machines 

affected or machine downtime required to eliminate an 

anomaly.  

Furthermore, time and effort required for 

countermeasures influence the classification. The 

interviewees mentioned financial impact as most 

important for classifying anomalies. This includes not 

only the wear and tear on parts due to anomalies, but 

also the cost of countermeasures to correct the 

anomalies. The more expensive the impact of an 

anomaly, the more important it is to detect or prevent it. 

5. Discussion and conclusion  

Machine self-diagnosis and self-repair 

competencies are important building blocks for 

fulfilling the Industrie 4.0 vision. Various algorithms 

can support these competencies through real-time 

anomaly detection. However, Industrie 4.0 decision 

makers face the difficulty of identifying the most 

suitable algorithm. In this study, qualitative interviews 

were conducted with ten industry experts to inductively 

derive design principles for a benchmark that supports 

evaluation and prioritization of real-time anomaly 

detection algorithms. Building on previous research, the 

interviews were divided into the categories timeliness, 

threshold setting, and qualitative classification. This 

study contributes with practical in-depth knowledge 

extending the state-of-the-art in these three categories. 

As shown in table 1, the interviewees contribute from 

different perspectives due to the different roles they 

have in production companies. Derived from the 

repetition of certain phrases in different interviews, six 

design principles could be formulated. Table 4 shows 

the results of the survey.  

Regarding the results for the category timeliness 

there is a clear indication that the time between the 

occurrence, detection and reporting of an anomaly is 

measured and documented. However, there is no precise 

specification of what is early or late. It is therefore 

hardly possible to draw a clear conclusion as to when an 

anomaly is detected or reported too early or too late. The 

interviewees confirm the relevance of threshold setting 

for anomaly detection. Simulation, statistics on 

production material composition, such as maximum 

allowed heat for certain materials, and personal 

experience result as useful sources for threshold value 

determination. The reliance on personal experience 

makes the exact procedure difficult to define 

scientifically, since personal experience and intuition 

depend on the decision maker and the situation. The 

results regarding qualitative classification essentially 

contribute with the knowledge that the impact of 

anomalies is relevant for their classification. However, 

concrete classes could not be found with majority 

among the experts. Additionally, seven experts 

emphasized the time and labor intensity of labeling each 

anomaly in terms of its qualitative classification to 

obtain a data set that shows which algorithm performs 

best in this category.  

Despite adherence to methodological guidelines 

from [4] and [15] our study is not free from limitations. 

The interview's questions are not open-ended, so that 

responses are limited to the three categories previously 

identified from literature. Also, it can be criticized that 

the formulation of design principles is subjective. In 

order to reduce subjectivity, phrases mentioned by more 

than five interviewees were included in table 4. 

Moreover, the results are difficult to generalize because 

only ten experts from industry were interviewed. 

However, the identification of experts is complicated by 

the fact that the topic requires very specific practical 

experience.  

The results contribute an indication of what to 

consider when evaluating anomaly detection 

algorithms. They can be used as groundwork for future 

studies. These could e.g. extend the identified design 

principles on the basis of open-ended questions. 

Another possible future study may be the prototypical 

implementation of a benchmark that prioritizes and 

evaluates algorithms for real-time anomaly detection in 

the context of Industrie 4.0. 

Complementary to the results, six interviewees 

stressed that not all anomalous occurrences are real-time 

detectable in their companies. Regular maintenance 

intervals serve the need to analyze past anomalies that 

were not detected upon occurrence. In this context, they 

mentioned that they perceive the focus on real-time as 

very specific. However, all interviewees consider the 

evaluation of real-time anomaly detection algorithms 

relevant to leverage potentials in production monitoring 

and control. 
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