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The threefold potential of language documentation
Frank Seifart

Max Planck Institute for Evolutionary Anthropology, Leipzig

1. INTRODUCTION. In the past 10 or so years, intensive documentation activities,
i.e. compilations of large, multimedia corpora of spoken endangered languages have con-
tributed to the documentation of important linguistic and cultural aspects of dozens of lan-
guages. As laid out in Himmelmann (1998), language documentations include as their
central components a collection of spoken texts from a variety of genres, recorded on video
and/or audio, with time-aligned annotations consisting of transcription, translation, and also,
for some data, morphological segmentation and glossing. Text collections are often com-
plemented by elicited data, e.g. word lists, and structural descriptions such as a grammar
sketch. All data are provided with metadata which serve as cataloguing devices for their
accessibility in online archives. These newly available language documentation data have
enormous potential in three respects

1. Given that modern language documentations are cast in a sufficiently standardized, well-
structured electronic format, computational methods can efficiently enhance the anno-
tations and improve the analyses of language documentation data in many ways. The
combination of state-of-the-art computational methods and electronic language docu-
mentation corpora has the potential to significantly impact the way linguistic data in
general is handled and analyzed.

2. The additional data available through language documentation constitute a much richer
empirical basis for analyses in various subfields of linguistics as well as in related disci-
plines such as anthropology, allowing for a better understanding of the range of diversity
found in human languages. The richer nature of the data may change how comparative
analyses are pursued which may potentially lead to other results.

3. The multimedia documentation of linguistic and cultural practices has the potential for
multiple ways of utilization, not only for interdisciplinary research but also for lan-
guage maintenance, and it has the potential to raise awareness of language diversity and
endangerment. Since documentations are in an electronic format, they can be made
accessible in novel online formats.

2. NEW PERSPECTIVES ON LANGUAGE DOCUMENTATION. In order to critically
discuss and make more explicit the threefold potentials of language documentation, a
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workshop was held in Leipzig in November 2011. The contributions to this volume are
based on the presentations at this workshop. The group of contributors includes not only
“language documentation practitioners” but also, crucially, “outside perspective providers”,
especially potential users of documentations. Among these latter are (i) experts on corpus
linguistics and other computational methods; (ii) researchers from linguistics and related
scientific fields who have experience with analyzing language documentation data from en-
dangered languages or have an interest in using such data for their analyses; and (iii) experts
from fields in which language documentation data are applied for language maintenance and
for data curation and online presentation. The perspectives on language documentation they
provide in the present volume open up, firstly, new directions for interactions of language
documentation with computational methodologies; secondly, they demonstrate the poten-
tials of novel interdisciplinary research using language documentation data; and thirdly,
they discuss the various ways how language documentation data can be used for practical
applications and other purposes.

Taken together, these contributions make abundantly clear that modern language doc-
umentation is not a self-serving activity guided only by abstract principles such as the
preservation of cultural heritage. On the contrary, language documentation is a vibrant
field with multiple connections to sophisticated computational methods, interdisciplinary
research venues, and modern types of utilization.

3. OVERVIEW OF THE VOLUME.

3.1. PART ONE: METHODS. The contributions to the first part of this volume address
the following central question: How do computational methods developed for large corpora
of well-known languages apply to the relatively small language documentation corpora of
less well-known languages?

In the first contribution to this part of the volume, Sebastian Drude discusses “Prospects
for e-grammars and endangered languages corpora”. He describes new ways of constructing
exclusively digital grammars and how these benefit from links to digital language documen-
tation corpora.

Anke Lüdeling’s contribution “A corpus linguistics perspective on language documen-
tation, data, and the challenge of small corpora” discusses the role of variation in corpus-
linguistic research and argues that in order to bring about the full potential of corpus data
from language documentation for such research, these need a flexible corpus structure and
explicit metadata.

Another important methodological issue in connection with language documentation cor-
pora is distinguishing different object languages in multilingual corpora, reflecting the mul-
tilingual reality of many small and endangered language communities. Jost Gippert deals
with these issues in his contribution “Language assignment in DoBeS and similar corpora
of endangered languages”.

Oliver Schreer and Daniel Schneider’s contribution “Supporting language research
with generic automatic audio/video analysis” discusses new methods for the automatic
recognition of linguistic or gestural patterns in the audio or video signal. These meth-
ods help, for instance, to segment data into utterances, recognize speakers, and identify and

POTENTIALS OF LANGUAGE DOCUMENTATION: METHODS, ANALYSES, AND UTILIZATION
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classify gestures, making the annotation of language documentation data and their prepara-
tion for analyses much more efficient.

Amit Kirschenbaum, Peter Wittenburg, and Gerhard Heyer provide another perspec-
tive from computer sciences on quantitative methods for language documentation corpora.
They discuss “Unsupervised morphological analysis of small corpora”, i.e. statistical pro-
cessing and learning methods for automatic text analyses and morphological parsing and
annotation of small corpora that are transcribed and translated, but have not been annotated
further.

There are a number of further, new and interesting methods for quantitative computa-
tional analyses of textual data from language documentations. Sabine Stoll and Balthasar
Bickel’s contribution to Part two shows how the time-aligment of these data can be used
for linguistic analyses. Finally, methods for typological comparison based on parallel texts
(e.g. Cysouw & Wälchli 2007, Wälchli & Cysouw forthcoming) could be applied to lan-
guage documentation data by treating the transcription and translation as parallel texts.

3.2. PART TWO: ANALYSES. The recently established archives containing language
documentations consist, by definition, of data from endangered, and hence generally small
and often geographically isolated, language communities. These databases thus counteract
the often-bemoaned bias in linguistic typology and other disciplines towards “large” lan-
guages, i.e. those that are embodied in a standardized written form, promulgated through a
formal education system, and used for decontextualized communication purposes in indus-
trialized societies. Against this backdrop, the central question discussed in the contributions
to this part is: What impact has language documentation had on analyses and theorizing in
linguistics and related disciplines so far and how can it make greater impact?

Peter Trudgill in his contribution “On the sociolinguistic typology of linguistic com-
plexity loss” argues that language documentation data from small languages is absolutely
essential for our understanding of language in general since these languages display distinct
typological features which are not represented in the few well-studied “large” languages –
these being the exceptional ones from a global perspective.

Marianne Gullberg’s paper “Bilingual multimodality in language documentation data”
discusses two other aspects of language documentation data. Firstly, they typically reflect
the multilingual reality of humans throughout most of their history by including code-
switching and other language contact phenomena. Secondly, they document the multimodal
reality of human language through video recordings. Language documentation data can thus
inform theoretical and empirical studies of linguistics, bilingualism, and multimodality in
entirely new ways.

Two papers deal with the role of language documentation data in the study of the typology
of referential hierarchies (as an example of a classical typological topic): Jane Simpson
discusses “Information structure, variation and the Referential Hierarchy” in the light of
data from languages which are now undergoing rapid change, and she illustrates how a
richer documentation could have contributed to a better understanding of these data. Stefan
Schnell in his contribution “Data from language documentations in research on referential
hierarchies” focuses on the importance of textual data – as opposed to structural descriptions
or elicited data – for research on topics such as the referential hierarchy.

POTENTIALS OF LANGUAGE DOCUMENTATION: METHODS, ANALYSES, AND UTILIZATION
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Sabine Stoll and Balthasar Bickel, in “How to measure frequency? Different ways
of counting ergatives in Chintang (Tibeto-Burman, Nepal) and their implications”, discuss
the importance of relating the distribution of items in corpora to to the length of the time
windows within which speakers and hearers use the language. This study thus makes use of
the time-alignment that is typical of modern language documentation data.

From the perspective of historical and contact linguistics, Marian Klamer takes us on
“Tours of the past through the present of eastern Indonesia”, showing how data newly avail-
able through language documentation can shed light on human prehistory and migration
patterns.

3.3. PART THREE: UTILIZATION. Data from endangered languages are not only
valuable for linguists but also present a repository of cultural and linguistic knowledge that
can be used in various ways, including for language maintenance efforts. The central ques-
tion discussed in this part is: How can language documentation data be stored, represented,
and made accessible in order to be utilized in a broader context?

Gary Holton’s paper “Language Archives: They’re not just for linguists anymore” de-
scribes instructive examples of such utilization, namely how material from the Alaska Na-
tive Language Archive has been used for studies in ethnoastronomy and for language revi-
talization.

The infrastructure necessary for allowing the utilization of language documentation data
over space and time is discussed by Nick Thieberger in “Using language documentation
data in a broader context”. This includes issues such as data formats, metadata, and online
cataloguing systems.

Online presentation is the major gateway for a broader utilization of language documen-
tation. Gabriele Schwiertz describes a proposal for an online interface for utilization by
various user groups, including the speech community in “Online presentation and accessi-
bility of endangered languages data: The general portal to the DoBeS-archive”. On the other
hand, Hans-Jörg Bibiko gives an introduction to “Visualization and online presentation of
linguistic data”, i.e. new computational methods for creating maps, online dictionaries, and
other materials that facilitate the utilization of language documentation data.

Julia Sallabank’s paper “From language documentation to language planning: not nec-
essarily a direct route” discusses the potentials and pitfalls of using language documentation
for language planning, showing that language practices as observed and documented by lin-
guists may not match how community members perceive their own linguistic behavior – or
how they would prefer their language practices to be seen.

Ulrike Mosel, in “Creating educational materials in language documentation projects
– creating innovative resources for linguistic research”, describes how the production of
educational materials can be integrated into a language documentation project when native
speakers edit the transcriptions of spontaneously spoken texts and thus create an innovative
resource for the comparison of spoken and written language.

4. FURTHER POTENTIALS. Each paper of this volume makes a contribution to clari-
fying the potentials of language documentation. A number of additional aspects emerged
from the comparative discussion of the presentations of these papers at the workshop in

POTENTIALS OF LANGUAGE DOCUMENTATION: METHODS, ANALYSES, AND UTILIZATION
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Leipzig. Since they are not necessarily explicitly addressed in the individual papers, they
are briefly mentioned in the following:

• There is an enormous potential in the combination of new computational methods with
language documentation data due to their standardized electronic format. It appears
that the possibilities of computational techniques to process, analyze, annotate, and vi-
sualize linguistic data are virtually endless (see the contributions to Part one, but also
the contributions by Stoll & Bickel, Thieberger, and Bibiko). Successful approaches
to putting these possibilities to use have shown two things: First, the real challenges
are often conceptual, not technical. Therefore, further progress requires close collabo-
ration between computational scientists and linguists, which is often difficult because
the two fields differ in their general methodological approach. Secondly, there is often
not one single ideal computational solution for a linguistic problem. Therefore such
collaboration may benefit from mixed systems involving the modularization of various
techniques, and from the implementation of interactive learning (see Wittenburg et al.
in press).

• The study of the multimodality of language, especially of gestures, in language docu-
mentation data is a particularly promising area for future research. On the one hand,
the type of language documentations now available – i.e. including video recordings of
speech events with time-aligned annotation – constitute an enormous resource for the
study of the cross-linguistic variability of gestures and other multimodal aspects of lan-
guage, which has, so far, been largely ignored in studies on these topics (as argued by
Gullberg, this volume). On the other hand, there are now methods that make further
annotation and analysis of this data far more efficient than it was only a few years ago
(see Schreer & Schneider, this volume).

• It appears that utilization of language documentation data by non-linguists has been
happening more at archives with a focus on particular regions (see Holton, this volume)
than at archives with a world-wide scope (see Schwiertz, this volume). In order for
archives with a world-wide scope to be perceived as repositories for information on the
region and thus attract more potential users, a possible solution is provided by regional
archives which mirror data from a central archive (see http://www.mpi.nl/DOBES/regi
onal_archives; Seifart et al. 2008)

• Language documentation activities still receive very little academic recognition in the
sense that they do not count much for track records of linguists, certainly much less than,
e.g. journal articles. In response to this, as one outcome of the workshop, the future
issues of the journal Language Documentation & Conservation (http://nflrc.hawaii.edu/
ldc) will include a special section for the review of online language documentations.
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Prospects for e-grammars
and endangered languages corpora

Sebastian Drude
Max Planck Institute for Psycholinguistics, Nijmegen

This contribution explores the potentials of combining corpora of language use data
with language description in e-grammars (or digital grammars). We present three di-
rections of ongoing research and discuss the advantages of combining these and similar
approaches, arguing that the technological possibilities have barely begun to be ex-
plored.

1. INTRODUCTION: GRAMMARS AND LANGUAGE DOCUMENTATION. Grammars,
in the sense of comprehensive descriptions of the structural properties of a language, have
been at the core of linguistics since its very beginning. All studies that aim to understand the
patterns and limits of the variability of the human speech faculty need thorough accounts of
more languages than just the few which are more well known (Zaefferer 1998). Grammars
are the principal component of the so-called Boasian triad (i.e.: grammar, dictionary, texts;
cf. Grinevald 2001) that is the customary result of linguistic fieldwork. As such, they are a
well-established genre of scientific texts, a genre which recently has gained attention on its
own (Ameka et al. 2006, Lehmann 2004a,b, Payne & Weber 2007).

Grammars consist mostly of prose text organized in a hierarchy of sequential chapters
and sections. Certain special elements, however, distinguish grammars from other scien-
tific books, in particular exemplars (in the sense of Good 2004) such as words, phrases,
sentences of the language studied. These exemplars usually come with a translation and
some additional analysis; in recent grammars this is often in the form of basic glossings
(an interlinearized rendering of the morphs or words of the object language, as standardized
by the Leipzig Glossing Rules, Comrie et al. 2008). Other typical elements found almost
exclusively in grammars and other linguistic texts are, for instance, paradigms (and simi-
lar tables), and, depending on the linguistic theory which underlies the description, formal
rules, or structure graphs such as trees indicating the constituent structure of sentences.

Although sometimes idealized as “theory-neutral”, all descriptions of languages neces-
sarily rely on general linguistic theories. These provide, in particular, the technical terms
which are applied in the description. Often, the writer of a grammar cannot take it for
granted that the underlying theoretical concepts are known to the readers. Therefore it is
characteristic of many grammars to contain interspersed paragraphs explaining the under-
lying theory fragments and terms before they are applied to the language described.
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A collection of (analysed and translated) texts, another component of the Boasian triad
mentioned above, is now complemented or even superseded by the outcome of language
documentations (in the modern sense as established by Himmelmann 1998). In this sense,
documentations consist crucially of multi-purpose digital corpora of data of naturalistic lan-
guage use, that is, annotated primary multi-media data. One of the uses of documentations
is, of course, the study and analysis of the structure of the language, the results of which are
traditionally presented in descriptive grammars (see above).

Language documentation, in this sense, crucially depends on new digital technologies
(the resulting corpora with their recordings, annotations, and metadata are digital); for this
reason among others linguistics has been a pacesetter in the developing field of digital hu-
manities. The question now is how grammars can benefit from these new technologies and
from the digital corpora that are being compiled. The following sections discuss three recent
approaches to this question.1

2. HYPERTEXT GRAMMARS. One obvious way to enhance language descriptions
with digital technology is to make use of hyperlinks, i.e. the interlinking of different lo-
cations within or across documents and other resources, giving rise to what can be called
hypertext grammars. Already in many paper-based grammars, cross-references abound due
to the truly systemic integrated character of the structure of any language. Hyperlinks are
an excellent means of making these relations explicit and easy to access.

Perhaps the most needed links, however, are those linking points in the grammar text
where a certain phenomenon is described with examples of this phenomenon in the corpus.
As has recently been stated many times (e.g., Bird & Simons 2003: 563, Himmelmann
2006: 6), being able to illustrate statements in a grammar (or, say, a typological study) with
recordings of language use would make linguistics much more accountable, providing a
much more solid basis for the empirical claims and generalizations.

Other links can enhance a grammatical description. For instance, for occurrences of in-
dividual (forms of) words or morphemes discussed in the text, one would like to be directed
immediately to a corresponding entry in a lexical database (or electronic dictionary). Also,
details of the underlying theoretical framework could, at last, be presented apart from the
description that applies these concepts, but static links or intelligent search mechanisms
between both resources could provide the needed contextualization. Figure 1 (cf. Drude
forthcoming) demonstrates these key features and links of a hypertext grammar.

As explained in what follows, the boxes in this figure mark elements that presuppose
certain assumptions for a concrete implementation, applying certain solutions for some of
the technical challenges of conceiving and implementing hypertext grammars, especially
solutions which are being developed at The Language Archive (at the Max-Planck-Institute
for Psycholinguistics in Nijmegen). In particular, the external resources, corresponding to
the other components of the Boasian triad (and to theoretical work explaining the underlying
theories and applied terms) could be instantiated by existing LEXUS, ANNEX, and ISOcat
tools belonging to Language Archiving Technology (LAT, developed at the MPIPL).

1 These and several other recent developments and projects were presented at the symposium on electronic gram-
maticography, organized by Sebastian Nordhoff, as part of the 2nd Conference on Language Documentation and
Conservation 2011 in Hawai‘i.
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FIGURE 1: Elements and relations in a page in a hypertext grammar

For instance, an online lexical database can be developed or at least rendered with
LEXUS.2 The text corpus (containing examples) can be a collection of ELAN3 annotation
files together with the underlying primary data. If these are provided by a LAT repository,4

the corresponding examples can be visualized with the ANNEX online service.5 The tech-
nical terms in a description can be linked to their definition in the ISOcat registry6 (for more
comprehensive explanations of theoretical concepts, a theory-specific wiki or something
similar could be employed, which still can make use of ISOcat as a point of reference).

Crucially, all elements of the external resources need some kind of persistent identifier
that guarantees that the links remain stable over time even if physical locations and infras-
tructure change. LAT provides Handle Digital Object Identifiers.7

As indicated by the boxes on the left-hand side, the text body itself would probably best
be encoded in some XML-based format, where the XML-tags allow specification of the
hyperlinks from examples or other particular elements in the text. The norms proposed by
the Text Encoding Initiative (TEI, cf. TEI Consortium 2009) could provide the basis for
such a format, but they probably would have to be extended in order to serve the special
needs of a digital grammar.

There are other aspects of hypertext grammars that have been explored in particular by
Nordhoff (2007, 2008), for instance the conceptualization of a grammar as a living doc-
ument such as a wiki. Also, others are working on certain aspects of related technology
which could be integrated into a comprehensive system; an example is the EOPAS system

2 Cf. http://tla.mpi.nl/tools/tla-tools/lexus.
3 Cf. http://tla.mpi.nl/tools/tla-tools/elan.
4 Cf. http://tla.mpi.nl/tools/tla-tools.
5 Cf. http://tla.mpi.nl/tools/tla-tools/annex.
6 Cf. http://tla.mpi.nl/tools/tla-tools/isocat.
7 Cf. http://www.doi.org/about_the_doi.html.
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being developed by Thieberger and others (Schroeter & Thieberger 2006), which provides
easy direct access to spoken language examples.

3. TREEBANKS AND THE GRAMMAR MATRIX PROJECT. Hypertext grammars are
conceptually close to paper grammars, although the style of writing and aspects of the con-
tent will be affected by the digital medium. But there are also implemented grammars,
the digital equivalent to grammars as developed by computational linguistics, in particular
grammar engineering. Rather than texts directed to a human reader, implemented grammars
are procedural representations capable of, for instance, parsing and analyzing written word
forms and sentences of a language.

As such, implemented grammars are not just tools for automatic annotation (parsing,
glossing, structure assignment, etc.) but also aim at a technical representation of what we
understand of the language structure – what the implemented grammar is not able to analyze
points at possible gaps in our understanding of the language structure on the respective level,
or at least gaps in the technical representation of our understanding. At the same time, the
technical formal representation of rules/features allows for a much more precise comparison
between languages, for instance for typological or historical-reconstructive research, and the
same holds for the much more standardized automatically generated annotations generated
by such systems.

Most implemented grammars apply only to one each of a small set of better-studied lan-
guages. For the study of linguistic diversity and less well-known languages, generic parser
engines are needed that can understand different separately developed sets of rules, tailored
to different languages. Kirschenbaum et al. (this volume) present research on machine learn-
ing for morphological analysis, both supervised and unsupervised. This research shares the
perspective of developing systems for the automatic annotation of text in corpora, but is per
se not rule based, i.e. it does not presuppose a technical representation of the system of the
language.

One particularly promising project is the Linguistic Grammars Online (LinGO) Grammar
Matrix project being developed by E. Bender and colleagues (Bender et al. 2010). In this
project, a generic program applies language-specific rules to sentences and proposes syntac-
tic trees (according to the HPSG theoretical model), which can be included in a treebank,
a database of such trees (in recent years, one of the most often used resources for major
languages).

To be more specific, the LinGO project does not speak of rules but rather of signs, an
HPSG term that covers not only lexical units but also grammatical classes or word order
patterns, each assigned to a semantic interpretation. So far, traditional descriptions have
been translated into such signs manually by linguists working in cooperation with informa-
tion scientists. For each sentence in a text, the parsing mechanism then offers a number of
possible trees compatible with the signs known to the system, which is able to learn and
remember the tree chosen by a linguist.

In the Grammar Matrix (GM), a more recent track of research by Bender and her col-
leagues (2010), the signs are (semi-)automatically derived from a typological profile of the
language, which is elicited from the linguist in the form of a questionnaire. This is a major
advance since less technical knowledge (or engineering work of a technical specialist) is
needed.

POTENTIALS OF LANGUAGE DOCUMENTATION: METHODS, ANALYSES, AND UTILIZATION
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Figure 2 (Bender et al. 2010: 29) represents an overview of the GM project with the
elicitation of typological information (left), which enters the creation (right) of a customized
grammar (i.e. a steadily improving language specific parsing automatism) together with a
language independent core grammar and the analyses for previously parsed sentences.

FIGURE 2: Grammar matrix components and workflow

The following screenshot from the LinGO English Resource Grammar (ERG)8 shows
the result of parsing an English sentence with the first two possible tree structures (they
are ordered by probability according to what can be deduced from earlier parses of similar
sentences). The formalism is, of course, highly theory-dependent, but similar systems could
be conceived for other sufficiently formal explicit linguistic frameworks.

In the future, Bender and colleagues plan to develop a system that automatically derives
rules (signs) from a sufficiently large set of texts with interlinear glosses (although these
only contain morphological information and only incidentally syntactic features which are
needed for constructing syntactic trees).

4. INTEROPERABLE GRAMMARS AND LITERATE PROGRAMMING. A drawback of
most current parsing mechanisms is that the technical rules are difficult to build and work
only with the one generic parsing mechanism they have been developed for. If a new parser
is developed, the rules all have to be coded manually again. They are also not easily under-
stood by humans and are not explicitly linked to a traditional description, although individ-
ual rules usually correspond to specific parts of a paper grammar or dictionary.

A current project developed by Maxwell and others (Maxwell & David 2008) promises to
overcome these shortcomings. They build Interoperable Grammars (IGs), which should be
comprehensible to both humans and machines. The idea is to apply the concept of literate
programming (Knuth 1984) to grammar writing, arranging the prose descriptions around
technical parts, which translate the described structural properties (rules) into a format that

8 http://erg.delph-in.net/ (1 November, 2011).
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FIGURE 3: Automatically generated tree from the LinGO English Resource Grammar

can be understood by a software system. The text is the explanation, as it were, of the
program code.

Crucially, the XML-based format for the rules is independent of any individual parser but
allows for automatic transformation into formats usable by the respective parsers. In this
manner, the code remains compatible with the evolving and frequently superseded parsers.
A new parser will only need a corresponding pre-processor for rendering the rules in its
specific format.

The parser applied by the IGs so far deals only with morphology (different from those in
GM), and so the rules currently cover mostly morphemes and word-internal phonological
variation. The outcome of applying a tailored parser to a text is a morphologically analysed
and tagged text (basically, an interlinearized text).

The following diagram (Figure 4, from Maxwell forthcoming) shows the derivations of
the different files and components of the IG system, where the publishable (text) grammar
and the formal grammar are derived from one and the same XML document. The formal
grammar is converted into a parser engine specific format and is combined with lexical
information. The resulting specific parser instance can be applied to texts in the target
language.

The following XML-snippet (Figure 5, from Maxwell & David 2008) exemplifies the
generic technical representation of grammatical features, in this case a certain first-person-
future-indicative affix with two allomorphs. (The use of UNICODE provides a means to
deal with the non-western script without difficulties.)

POTENTIALS OF LANGUAGE DOCUMENTATION: METHODS, ANALYSES, AND UTILIZATION
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FIGURE 4: Components and workflow in the Interoperable Grammars project

FIGURE 5: XML-snippet showing the representation of a grammatical feature

5. CONCLUSION: PROSPECTS FOR DIGITAL GRAMMARS AND LANGUAGE DOCU-
MENTATION. There are several other projects on implemented grammars which cannot
be discussed any further here, for instance Grammix (Müller 2007), ParGram (Butt et al.
2002), Meta-Grammar (Kinyon et al. 2006), OpenCCG (Baldridge et al. 2007), or KPML
(Bateman et al. 2005). Some of these may contribute features, conceptions, or functional-
ities which can be picked up by other future more integrated projects and systems. Thus,
there is clearly a need for more interaction between field linguists and computational lin-
guists. There is a huge potential in integrating the emerging systems, which are in several
aspects complementary to one another, and in others resemble one another.

POTENTIALS OF LANGUAGE DOCUMENTATION: METHODS, ANALYSES, AND UTILIZATION
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For instance, most computational approaches to grammar(s) aim at parsing sentences of
a corpus; but the IG system is currently restricted to morphology, and the GM framework
focuses on syntactic structure. The architecture of both implemented grammars relies on
a generic parsing engine configured with customized rules and trained with data from in-
dividual languages. This approach is clearly most suitable for describing the plenitude of
understudied languages. Advantages include gaining richer textual data and spotting gaps
in analysis and description.

However, one point which continues to be problematic for all parsers, so far, is the often
elliptical and in many other ways non-standard character of natural spontaneous spoken
language. Syntactic parsers can usually only cope with complete grammatical sentences,
or at least much better so. It remains to be explored and solved as to how parsers can be
adjusted to deal with variability as typical for spoken language. (Some attempts have been
made for more well-known languages, e.g. Nivre & Grönqvist 2001 for Swedish.)

Hypertext Grammars may seem uninteresting and even boring in comparison to imple-
mented grammars since they do not create any new content or annotation. Still, linguistics
needs an easy way to interlink scholarly linguistic work with corpora, lexica, and termino-
logical / theoretical texts. Each of the pioneering works by C. Lehmann, S. Nordhoff, and
N. Thieberger and others cover some aspects, but none of them covers all or even a major
part of the necessary or desirable aspects which were detailed above in Section 2, and they
do not address the integration with implemented grammars exemplified in Sections 3 and 4.

Overall, in a mid or long term perspective it would be ideal to combine all three (and
possibly still other) approaches into one integrated framework which allows the linguist to
create descriptions that satisfy two important requirements. 1) They match the high stan-
dards of traditional grammatical descriptions, including an overall pedagogically informed
exposition. 2) They allow the reader to a) access the underlying primary data as well as
other resources, and also b) to check the validity of derived technical or formal rules against
a corpus of sentences, producing richer annotation. Automated processes would also re-
sult in more standardized annotations, which would be more suitable for cross-linguistic
comparisons and typological work.

An ideal future framework would be modular; various parsers based on different theo-
retical frameworks could be chosen for different purposes (like the algorithms presented by
Kirschenbaum et al. in this volume, or the IG morphological parser, or the HPSG/based
trees created by the GM framework). Core aspects of an integrated authoring and read-
ing environment are the hypertext interlinking with external resources and perhaps the IG
literate programming conception. Additional possible modules not discussed here include
statistical and supervised and unsupervised machine learning methods. The possibilities of
combining such different approaches have not yet been explored, even initially.

With such a combination, we would gain: a) more comprehensive, empirically sound
and accountable grammatical descriptions, b) more comparable and richly annotated cor-
pora, and as a result c) a deeper understanding of language variation and ultimately
even d) a ground-laying conceptual and technical framework for understanding language
structure and the meaning of linguistic constructions, a necessary condition for machine-
translation, as it were, the holy grail of computational linguistics.
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Language-specific encoding
in endangered language corpora

Jost Gippert
Goethe University of Frankfurt/Main

The paper addresses problems of corpus building and retrieval resulting from code-
switching, which is a characteristic feature of endangered language recordings. The
typical appearance of code-switching phenomena is first outlined on the basis of data
collected in the DoBeS ‘ECLinG’ project, which dealt with three endangered Caucasian
languages spoken in Georgia: Tsova-Tush (Batsbi), Udi, and Svan. The problem of
language-specific retrieval is illustrated with examples showing the usage of the word
da in Tsova-Tush contexts, which represents, as a homonym, either a native copula form
(‘it is’) or the Georgian conjunction ‘and’. The subsequent section discusses the annota-
tion requirements that are necessary to automatically distinguish the languages involved
in code-switching, with a focus on the emerging ISO standard 639-6. It is argued that
the fine-grained distinction of varieties and subvarieties and their interrelationship – as
aimed at in this standard – requires a thorough reconsideration if it is to be applied in
the markup of corpus data.

1. INTRODUCTION. It is well known that recorded texts of natural speech in endan-
gered languages abound in code-switching, mostly between the endangered vernacular and
dominant languages, but also other languages involved in the bi- and multilingual settings
that are typical for language endangerment. This multilingual data is crucial for all kinds of
language-specific or cross-linguistic research into endangered languages, as well as for the
theory of language endangerment in general (see also Gullberg, this volume) .1 However,
at present, annotation schemes such as those developed in the DoBeS framework do not
admit of an easy differentiation of linguistic units pertaining to different linguistic layers,
and language-specific search functions are still wanting. The present paper first illustrates
the presence of multiple languages in the documentation of Caucasian languages (section 2)
and then discusses ways to cope with this, considering, among other things, the advantages
of the emerging ISO standard 639-6 ‘Language Names’ (section 3).

1 Cf. Gippert 2008: esp. 174–188, for a case study based on the three Caucasian languages Svan, Tsova-Tush and
Udi. Cf. Gullberg (this volume) for a more general view on the impact of bi- and multilingualism in endangered
language communities for linguistic theory.

Licensed under Creative Commons
Attribution Non-Commercial No Derivatives License

http://nflrc.hawaii.edu/ldc/sp03/
http://hdl.handle.net/10125/4512


Language-specific encoding in endangered language corpora 18

2. GEORGIAN ELEMENTS IN TSOVA-TUSH (BATSBI) AND UDI. The effect of a
missing distinction between the languages involved in bi- or multilingual settings can eas-
ily be demonstrated with the materials that were collected between 2003 and 2007 by the
DoBeS ‘ECLinG’ project, which addressed three endangered Caucasian languages spo-
ken in Georgia, viz. Svan, Tsova-Tush (Batsbi), and Udi. In the text recordings that were
provided by the project to the DoBeS Archive2, we can clearly see that Georgian as the
dominant language of the area in question has left its traces everywhere in both monologic
and dialogic speech of speakers of all generations.

In the case of Tsova-Tush, an East-Caucasian (‘Nakh’) language closely related to
Chechen and Ingush but unrelated to (South-Caucasian) Georgian, this has brought about
a peculiar homonymy, given that one of its most frequent verb forms, the copula form da
‘(it) is’, is indistinguishable from the most frequent particle of Georgian, the conjunction da
‘and’. Executing an ‘annotation content search’ for the word form da in the DoBeS Tsova-
Tush materials with the TROVA tool3 yields both Tsova-Tush and Georgian contexts from
the annotated text recordings,4 with the latter representing ca. 10%. Among them we find
Georgian da ‘and’ in the following contexts:

(a) utterances not pertaining to a given narrative but addressing people present in the
recording session as in is sk. ami, gadmodit, švilo, da axlos daŽekit, k. aco ‘That chair,
come over, boy, and sit down close by, man!’;5

(b) sentences of reported Georgian speech inserted into a Tsova-Tush narrative as in the
case of ṗet.resac avaġebine švebulebao da čamovedit alvanšio. . . “‘I will make Peter
take a vacation (too), and let’s go down to Alvani”. . . (he said)’, introduced by Tsova-
Tush k. oxiv var – k. oxiv. . . ‘He was a Georgian, a Georgian’;6

(c) idiomatic formulae such as me magisi ase da ise ‘I . . . his . . . this and that way’, i.e.,
‘I could do his mother this and that’, embedded between the Tsova-Tush sentences
ok. uyxvas āl’in sog mē ah. b↪ivnah. ēn ‘That Kakhetian (man) said to me, “you killed

2 Cf. http://corpus1.mpi.nl/ds/imdi_browser?openpath=MPI533677%23. The recordings stored in the archive
consist of about 500 texts (ca. 70 hrs.) for Svan, 312 texts (ca. 37 hrs.) for Tsova-Tush, and 43 texts (ca. 6
hrs.) for Udi; all recordings are fully transcribed and provided with a Georgian and English translation, ca. 10%
additionally with a multilevel grammatical analysis.

3 Cf. http://corpus1.mpi.nl/ds/annex/search.jsp?transferuid=1&nodeid=MPI534223%23&row=29. The search
yields 774 hits (27.11.2011, 20:01h) in ‘Single Layer’ mode set to ‘exact match’. A similar result (768 hits) is
achieved searching for da in Georgian script because the annotations were mostly provided in both Georgian
and Latin scripts.

4 As an example of Tsova-Tush da ‘it is’ we may quote the sentence vir ma at.t.an da, k. ac. k. on da↩oh. e, davina da
‘However, the donkey is light, it is small, it is light’ (from a monologue on donkey breeding, http://corpus1.mp
i.nl/ds/annex/runLoader?nodeid=MPI793920%23&time=170662&duration=666&tiername=trs@AS; the sen-
tence in question starts at 00:02:46 in the recording).

5 In a monologic account on Tushian house-building, cf. http://corpus1.mpi.nl/ds/annex/runLoader?nodeid=MP
I793880%23&time=107000&duration=500&tiername=tl@EC, sentence starting at 00:01:45.

6 In a biographical narrative, cf. http://corpus1.mpi.nl/ds/annex/runLoader?nodeid=MPI793894%23&time=2158
16&duration=727&tiername=tl@EC, sentence starting at 00:03:33. Note that the interviewer admonishes the
narrator to return to the Tsova-Tush language by interjecting vēġeš. . . vēġeš. . . vēġeš. . . , i.e. ‘in our (language),
in our (language), in our (language)’ after the quoted sentence. – Note also that Tsova-Tush var ‘he was’ and
Georgian var ‘I am’ form another remarkable pair of homonyms.
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it”’, and as ōqpinivh. ē, bek. xētlex co vaso, moh. āl’in ‘I had released him, (so) I am really
surprised how he could say (so)’;7

(d) in insertions of Georgian geographical denominations such as zemo da kvemo al-
vani ‘Upper and Lower Alvani’ (in the given case dependent as a quasi-genitive on
amgēgmav ‘planner’, which is in turn an integrated loan from Georgian (da)mgegmavi
‘id.’),8 but also in

(e) Georgian phrases mixed without any obvious motivation with Tsova-Tush contexts as
in the case of isev c. ava da mova, c. aiq̇vans ‘she (the cat) will go and come back (and)
bring it away’, linked as an apodosis to a Tsova-Tush protasis, me qe eyl’čeh. atx me
dolix o qena↩ā do↩debēn ‘afterwards, when we tell her “come on, bring that other one
away, too”’.9

In one instance, we even find the inner-Georgian homonym of da ‘and’, viz. the noun
da ‘sister’, in a Georgian sentence embedded in a Tsova-Tush context: with beladiant
enc. eras. . . beladiant elane ro ari, k. utxeši rom cxovrobs moxuci kali, ai imis da iq̇o ‘Be-
ladianti Entsera. . . (she) who is Beladianti Elane, the old woman who lives at the corner,
look, her sister it was’, the speaker replies to the question vec. er h. an? ‘Who was in love
with him?’.10

In the case of Udi, things are different in that we have no homonymous equivalent of
Georgian da in this language. Nevertheless we arrive at 63 hits of da searching through
the Udi ECLinG corpus,11 all representing the Georgian conjunction. Different from the
Tsova-Tush examples illustrated above, we here even find cases where da is not used in a
longer Georgian phrase or chunk but isolated, in a plain Udi context, as if being a loan; cf.,
e.g., zu qayzupe met.ġo tärämišbaki garxox da evaxt.e qayzupe. . . ‘I discovered the places
of their emergence, and when I had discovered them. . . ’,12 or mya buyanq̇e q̇eiri, q̇eiri
Žüra k. inigiux serbayan, manote bakale oxari ä↪yluġo baxt.ink, da manote ä↪yluġo st.udent.ġo
baxt.ink, asṗirant.ur baxt.ink. . . ‘Here we want to make other, other types of books, which

7 In a narrative on a shepherd’s life, cf. http://corpus1.mpi.nl/ds/annex/runLoader?nodeid=MPI689484%23&tim
e=296926&duration=642&tiername=tl@EC, sentence starting at 00:04:53. The fixed Georgian formula mainc
da mainc ‘nevertheless, however’ occurring several times in Tsova-Tush contexts can already be taken to be a
loan.

8 In the biographical narrative mentioned above, cf. http://corpus1.mpi.nl/ds/annex/runLoader?nodeid=MPI793
894%23&time=296800&duration=600&tiername=tl@EC, phrase starting at 00:04:55.

9 In a dialogue on cat breeding, cf. http://corpus1.mpi.nl/ds/annex/runLoader?nodeid=MPI793914%23&time=
145800&duration=400&tiername=tl@CD, sentence starting at 00:02:21.

10 In a dialogue discussing the contents of a folk song, cf. http://corpus1.mpi.nl/ds/annex/runLoader?nodeid=MP
I793871%23&time=30929&duration=533&tiername=tl@EA, sentence starting at 00:00:24.

11 With the TROVA tool; cf. http://corpus1.mpi.nl/ds/annex/runLoader?nodeid=MPI1360405%23&time=247290
&duration=1458&tiername=tl@MN.

12 In a monologue on the origin of the Udi people, cf. http://corpus1.mpi.nl/ds/annex/runLoader?jsessionid=
BE2633512018044F706DBF19BD1CDDAF&nodeid=MPI1360405%23&time=247290&duration=1458&tie
rname=tl@MN, sentence starting at 00:04:00.
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will be easy (to read) for the children, and which (will be) for the children, the students, for
becoming aspirants. . . ’13

3. DEMARCATION OF LANGUAGES. It is clear that any automatic retrieval mech-
anism aiming at a distinction of the Georgian elements in Tsova-Tush or Udi contexts
presupposes an adequate demarcation of the languages in question. In the ECLinG project,
we have, for lack of more suitable means, started by inserting curly braces to mark the be-
ginning and end of Georgian insertions.14 This is not an expedient method, however, as
braces may easily be neglected by retrieval engines (and the TROVA search function of the
DoBeS Archive does neglect them). Instead, a consistent language-specific retrieval would
require the linguistic affinity to be marked for every single word form,15 a task that can eas-
ily be achieved using a semi-automatic annotation software such as the Summer Institute
of Linguistics (SIL) Toolbox16 where the information in question can be stored in a lexi-
con and transferred to annotation tiers in the text files (see Figure 2 below). This, however,
presupposes a thorough grammatical analysis of the texts which would require the morphol-
ogy of the ‘mixed-in’ language to be accounted for alongside that of the ‘basic’ vernacular
(cf. the case of Georgian da sister in the Tsova-Tush example above which would have to
be defined as a Georgian nominative or absolutive singular). This task, too, could be ful-
filled in connection with an additional lexicon-based markup, but ‘complete’ grammatical
annotations of this type cannot always be provided in the course of a given documentation
project. As a matter of fact, only ca. 10% of the ECLinG data could be prepared in this way
so that the searches are mostly restricted to the sentence level, which does not allow for a
markup of individual words.

A peculiar problem arises if a language-specific search is to be executed not within a
given corpus (with, maybe, an idiosyncratic demarcation of languages) but across resources
of different origins. In this case it is inevitable to provide the information as to the linguistic
affinity of word-forms in a standardized way. As a matter of fact, unique codes denoting
languages have been the object of standardization endeavors for many years,17 and com-
puter users have for long been acquainted with two-letter codes such as EN for English or
DE for German indicating the keyboards they use or other language-relevant information.18

Dealing with endangered vernaculars, two-letter codes of this type are of little help, how-
ever, given that it is a maximum of (26ˆ2 =) 676 languages that can be assigned by a pair
of characters, and languages such as Tsova-Tush/Batsbi, Udi, or Svan are not among those

13 In a monologue on the foundation of an Udi school, cf. http://corpus1.mpi.nl/ds/annex/runLoader?nodeid=
MPI1360403%23&time=56676&duration=473&tiername=tl@MN, sentence starting at 00:00:51. – A notable
Georgian-Udi homonym occurring in the texts is xe, which means ‘water’ in Udi and ‘tree’ in Georgian.

14 In a similar way, square brackets have been used to denote Russian passages. The same denotations were also
used in the materials of Caucasian languages recorded in the ‘SSGG’ project (‘The sociolinguistic situation of
present-day Georgia’, project funded by the Volkswagen Foundation from 2005 to 2009) which are as well stored
in the Archive of the MPI Nijmegen (cf. http://corpus1.mpi.nl/ds/imdi_browser?openpath=MPI663243%23).

15 A prototypical distinction of linguistic affinities as represented in the ECLinG and SSGG recordings has been
developed for the TITUS search engine which covers the texts of the recordings, too (cf. http://titus.fkidg1.
uni-frankfurt.de/database/titusinx/titusinx.htm).

16 Cf. http://www.sil.org/computing/toolbox/ for the software in question.
17 They are the objects of the ISO standard 639 (‘language names’).
18 The two-letter codes are standardized in ISO 639-1, a sub-standard of ISO 639.
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registered in the standard. To overcome this, a standard consisting of three-letter codes (ISO
639-3) was conceived a few years ago,19 under the aegis of the SIL as a ‘registration author-
ity’.20 Albeit this standard would theoretically comprise (26ˆ3 =) 17,576 entries, only about
6,900 codes have been assigned so far, obviously in accordance with SIL’s ‘Ethnologue’
and the ‘6,909 languages’ identified in it.21 It is true that among these, we do find codes for
Tsova-Tush (‘Bats’, BBL), Udi (UDI), and Svan (SVA), but there is no distinction possible
yet of dialectal variants such as Upper Bal, Lower Bal, Lashkh, and Lentekh in the case of
Svan or Vartashen (Oghuz) and Nidzh (Nij) Udi.22 We must further consider that the ele-
ments ‘mixed in’ in code-switching are not necessarily representative of a given ‘standard
language’ but usually dialectally or sociolectally biased.23 Therefore it is clear that a much
more fine-grained reference system is needed to adequately represent the diversity we are
dealing with in the contexts of endangered languages.

Such a reference system has recently been initiated, with the four-letter code inventory
of ISO 639-6, which is meant to cover all human language varieties including dialects, so-
ciolects, historical stages, and the like. Different from the former sub-standards of ISO
639, the new standard, which implies a maximum of (26ˆ4 =) 456,976 individual assign-
ments,24 is not restricted to a mere list of entries but comprises information as to the mutual
interdependency of entries in terms of parent-child-relations; a system that would help a lot
indeed if, e.g., a given search is not to be restricted to a given variety but to be expanded
to a larger scope. Unfortunately, a first analysis of the standardization work undertaken
by the responsible Technical Committee of the International Standardization Organization
(ISO/TC 37/SC 2) and the institution authorized for the registration of the codes25 reveals re-
markable inconsistencies in the varieties accounted for and their hierarchical arrangement.
E.g., we do find ‘Spoken Bats’ with the code BBLS as a ‘child’ of Bats, i.e. Tsova-Tush
(BBL), and the latter is correctly subordinated to NXAX, i.e., the ‘Nakh’ subfamily of
(North-)East-Caucasian languages (CCNE). Similarly, we find the Tushian (‘Tush’) dialect
of Georgian (TXSH) as a child of KATS, i.e. ‘Georgian spoken’, in its turn depending
on KAT = ‘Georgian’, which is a child of GGNC = ‘Georgian cluster’ and a grand-child
of CCNS = ‘South Caucasian’. On the other hand, Georgian dialects such as Imeretian
(‘Imeruli’, IMRI), Rachian (‘Rachuli’, RCLI), Gurian (‘Guruli’, GRLI) or sociolects such

19 In 2007; cf. http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=39534.
20 Cf. http://www.sil.org/iso639-3/.
21 Cf. Lewis 2009. - How dubious the calculation of languages in ‘Ethnologue’ is, becomes obvious immediately

if we consider that it contains 21 entries (with appertaining three-letter-codes) under ‘High German’ (including
2 varieties of Yiddish) plus 10 entries under ‘Low Saxon’, but only 2 entries under ‘English’ (viz. ‘English’
and ‘Scots’). As the criteria and standards applied for counting vary between different countries, regions, or
investigators, the number of 6,500 languages world-wide, consistently repeated in both scientific and popular
publications since the 10th edition of ‘Ethnologue’ (ed. by Barbara F. Grimes) was published in 1984 (with
6,519 languages counted), is nothing but a popular myth.

22 Cf. Gippert 2008: 162–163 and 187–188 on the importance of these dialectal varieties.
23 Cf. ib.: 175 as to an example.
24 Given that the four-letter codes include the existing three-letter codes, the number of possible codes must be

increased by the 6,900 entries of ISO 639-3.
25 This is the World Language Documentation Centre, Wales (cf. http://www.thewldc.org/); cf. the website in

http://www.geolang.com/, which makes queries about the standard available in http://www.geolang.com/iso639
-6/.
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as ‘Judeo-Georgian’ (JGE) are direct children of GGNC (and accordingly, siblings of the
‘Georgian’ standard language, KAT). As a matter of fact, the arrangement of varieties of
Georgian in the dependency tree (cf. Figure 1) is enigmatic, and all linguists interested in
providing data for cross-corpus retrieval should try to influence this on-going standardiza-
tion process before its results have been accepted. This is all the more true as the standard is
also meant to encompass sociolectal and historical varieties, which renders the application
of one simple tree-like structure with parent-child-relations rather problematical.

FIGURE 1: Varieties of Georgian in ISO 639–6

At the same time, we should prepare for applying fine-grained language codes in our
linguistic analyses, given that they provide a means of clearly distinguishing the different
layers we usually have to deal with in recordings of endangered languages. Figure 2 shows
a first example of four-letter language codes applied to indicate the languages involved in
the setting of Khinalug, an East-Caucasian language spoken in Azerbaijan, which has been
the object of a DoBeS project since July, 2011.26 The task of developing means to use these
codes in language-specific corpus retrieval remains still to be solved. One solution might
consist in assigning the language as a property of a given annotation, rather than storing the

26 My thanks are due to Monika Rind who provided the given example from her fieldwork in Khinalug. In the
language-related tiers, KJJS stands for ‘Spoken Khinalug’, AZJS for ‘Spoken Azeri’, RUSS for ‘Spoken Rus-
sian’, and ARA for ‘Arabic’. The tier \lan indicates whether a given word (form) is part of Khinalug speech
(i.e., with grammatical properties such as case endings of this language) or of code switched to Azeri (with
Azeri grammar), while \src indicates the immediate source of a word (form) in question (usually Azeri, as this
is the main contact language of the Khinalug speakers). In addition, \etylan indicates the etymological origin
of a word (e.g., Arabic) wherever applicable. Thus, e.g., the language (\lan) of turistin is styled as being Azeri
(AZJS) because the word bears the Azeri genitive ending, -in, while turizmi is styled as being Khinalug because
it bears the Khinalug genitive ending, -i. The source (\scr) is Azeri in both cases, while the etymological origin
(\etylan) is Russian (further derivation from French etc. notwithstanding).
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information in separate markup tiers.27 This, however, would not help for annotations on
the sentence level as instances of code-switching would not be coverable in this case.

FIGURE 2: Toolbox example sentence with indication of languages

4. CONCLUSION AND OUTLOOK. The multilingual nature of many endangered lan-
guages corpora makes them especially interesting for a number of research questions. At
the same time, the demarcation of material from different languages in these corpora poses
severe problems for the annotation of data and for automatic retrieval mechanisms. The
standardization of fine-grained language codes is one important prerequisite for coping
with these problems but the ongoing endeavor towards this requires input from specialists
to avoid misleading solutions. Scholars working on endangered languages are especially
encouraged to bring in their expertise in this respect.

27 It goes without saying that this would require a major addition to the functionality of the ELAN tool and the
XML structure it relies upon.
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Language documentation involves linguistic analysis of the collected material, which is
typically done manually. Automatic methods for language processing usually require
large corpora. The method presented in this paper uses techniques from bioinformatics
and contextual information to morphologically analyze raw text corpora. This paper
presents initial results of the method when applied on a small Kilivila corpus.

1. INTRODUCTION. Unsupervised approaches to language processing attempt to dis-
cover the structure of language based on machine-learning techniques applied to unanno-
tated text. Present unsupervised methods are typically developed for large corpora and are
not suitable for small corpora of a few hundred thousand or even just thousands of words.
However, this is the typical size of corpora in language documentation (see Klamer, this
volume; Holton, this volume), where the potential of unsupervised learning methods has
already been acknowledged:

“Basic linguistic descriptions of lexicon and grammar made on the basis of
transcribed recordings still form an important component of language docu-
mentation, however, and with the realization that languages are disappearing at
a far faster rate than linguists can document them, it is natural to look for ways
of making this process less labor-intensive.” (Hammarström & Borin 2011)

In particular, unsupervised methods for morphological analysis aim to learn the internal
structure of words from a raw text corpus of a given language, and this typically means
segmenting words into morphemes.

Unsupervised morphological analysis can be traced back to an algorithm introduced by
Harris (1955, 1967), and later improved by Hafer & Weiss (1974). The algorithm detects
morpheme boundaries as a function of the number of distinct letters that follow, or precede,
a letter sequence which is part of a word (Letter Successor Variety). If a peak is reached in
that number, then it would probably be due to a morpheme boundary.

A different approach incorporates the Minimum Description Length (MDL) principle
(Rissanen 1978), which is based on information-theoretic grounds. This principle follows
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the idea that regularities in data can be used “to describe it using fewer symbols than the
number of symbols needed to describe the data literally” (Grünwald 2007). It therefore
seeks to minimize a cost function which is the sum of the description length1 of the model
explaining the data, and of the description length of the data, when encoded with this model.
Goldsmith (2001, 2006) used MDL to construct lists of stems, suffixes, and signatures,
i.e. structures that indicate which stems may appear with which suffixes. Another MDL
based method is presented by Creutz & Lagus (2002). In this method, the model is a lex-
icon of morphs, which may either be prefixes, suffixes, or stems. The data is encoded by
sequences of pointers to the lexicon. Each input word is segmented in various ways. For
each way, the cost is evaluated, and the segmentation which achieved the minimum cost is
selected. This method is recursive, and each new morph may be subject to further splitting.

Another type of algorithms also uses contextual features as part of the morphological seg-
mentation process. Freitag (2005) utilizes local co-occurrence information to create clusters
that correspond roughly to syntactic classes. The method then induces affix transformation
rules which express relations between clusters and show possible affixation patterns. Fur-
ther description of other methods devoted to unsupervised morphology can be found in a
detailed survey by Hammarström & Borin (2011).

The purpose of the method presented in this paper is to help alleviate the situation in
language documentation as described above by providing a way to automatically segment
small corpora on the morphological level in order to facilitate lexical and morphological
analysis and description.

The present method is (in principle) language independent and should work for languages
with various properties (e.g. with both concatenative and non-concatenative morphology,
various word orders, etc.). It employs word-distributional similarity and sequence align-
ment, a technique borrowed from bioinformatics in which protein or DNA sequences are
compared, and similar regions among them are then identified.

For the purpose of this paper, the method was applied to a small corpus of Kilivila (Senft
1983–1997), an Austronesian language spoken by the Trobriand Islanders of Papua New
Guinea.2 The examples in the following section come from this corpus as well.

2. METHOD. The method starts with computing a word co-occurrence model to dis-
cover distributional similarities between words. The model is represented in a high-dimen-
sional vector space, where every word in the corpus is associated with a context co-occur-
rence vector. The context vector for a word w is defined by words which co-occur with w
within a sentence context.3 To reduce noise, the context vector for w is represented only by
significant co-occurrences of w. To extract the significant word co-occurrences we utilize
the method described in Quasthoff & Wolff (2002). This method is based on comparing
the expected number of joint occurrences of two words in a corpus, under the independence
assumption, to their actual number of co-occurrences in that corpus. Examples of some

1 The length is measured in bits.
2 We would like to thank Prof. Gunter Senft for providing the corpus and the accompanying linguistic analysis.
3 The term co-occurrence, henceforth, will refer to joint occurrence of two words within sentential context.
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co-occurrences (and their morphological analyses) of an input word in Kilivila bukuninam-
sisi [2FUT-think-PL]4 from our test corpus are given in Table 1.

In the next step, similarity relations between words are computed by comparing their
context vectors. The underlying rationale is based on the distributional hypothesis by Har-
ris (1968) according to which words with similar distributional properties (i.e., contexts)
tend to be semantically similar. We employ the method described in Bordag (2008) to com-
pare context vectors and obtain distributionally similar words. Table 2 shows some of the
distributionally similar words for the word bukuninamsisi.

mankawa [DEM-DEM-CP.thing]
ekau [3PRS-take]
yegulaga [I-Emph-Emph]
sogu [friend-my]
isiligaga [3PRS-important]
makaukweda [our-veranda]
bibwadi [3FUT-be.possible]
beya [here,there,this]
bagisi [1FUT-see]
tabu [taboo]
. . . . . .

TABLE 1: Co-occurrences examples for the word bukuninamsisi [2FUT-think-PL]

lalilivali [1PST-tell]
bukusisusi [2FUT-be-PL]
lumkola [feeling]
bukukanukwenusi [2FUT-lie.down-PL]
biboda [3FUT-be.good]
ibubulisi [3PRS-work-PL]
nanomi [mind-your]
biyapu [3FUT-be.good.and.bad]
bukulilolasi [2FUT-walk-PL]
evagisi [3PRS-make-PL]
. . . . . .

TABLE 2: Examples for distributionally similar words of the word
bukuninamsisi [2FUT-think-PL]

The set of distributionally similar words of w is then filtered based on edit distance
(Needleman & Wunsch 1970) from w. The resulting target set consists of words which
are both distributionally and orthographically similar to w. Orthographically close words

4 Abbreviations: 1, 2, 3 – 1st, 2nd, 3rd person; CP – Classificatory Particle; DEM – demonstrative; Emph –
emphatic; FUT – future; PL – plural; PRS – present; PST – past

POTENTIALS OF LANGUAGE DOCUMENTATION: METHODS, ANALYSES, AND UTILIZATION



Unsupervised morphological analysis of small corpora: First experiments with Kilivila 28

may be derivations or inflections of one stem, or words from one word class sharing a set of
morpho-syntactic features (e.g., verbs in the same tense).

The words from the target set are aligned using a multiple sequence alignment (MSA)
method. Multiple sequence alignment aims to discover functional, structural, or evolution-
ary relationships among a set of biosequences by searching for character patterns in these
biosequences. The alignment process inserts “gap” into the sequences allowing equivalent
characters from different sequences to be positioned in the same column.

We employed BioJava (Holland et al. 2008), a bioinformatics toolkit, to perform the
alignment. The strategy used was, first, to align w and its orthographically most similar
word from the target set and then to gradually align less similar words in a cumulative
fashion. The result is a set of aligned words from which one or more segmentation patterns
can be extracted based on character overlap in the aligned sequences. Table 3 demonstrates
a part of the alignment of the word bukuninamsisi and its target set. ‘–’ signs mark the
“gaps” inserted in words during the alignment process.

b u k u – – – n i n a – m s i s i
b u k u – – – n – – a – m s i s i
b u k u – – – n o k a p i s i s i
– – k u – – – n a n a – m s a s i
b u k u – – – l i g e – m w e s i
b u k u – – – n u k w a l – i s i
b u k u – – – s i – – – – s u s i
b u k u – – – m a – – – – s i s i
b i t a – – – n i n a m – – – s i
b u k u – – – t e m a l – – i s i
. . .

TABLE 3: Part of the alignment for the word bukuninamsisi and its target set

The patterns are scored according to their length in characters and according to the num-
ber of words in the target set which they match. We record the pattern with the highest
score as a possible segmentation of the words in the target set. The pattern extracted for the
set presented in Table 3 is buku-si, which encodes [2FUT-VERB-PL], and words that match
this pattern would be segmented according to it. There is no restriction for the form of that
extracted pattern, and it is indeed possible that patterns would also include e.g., infixes.

However, the word w can also be a member of target sets of different words {w’} for
which different patterns might be recorded as possible segmentations. Consequently, for
a given w, several segmentation patterns may be recorded, and each of them may appear
more than once. Hence, we get a weighted set of possible patterns for morphological seg-
mentation of w, and we select (in the current implementation) the pattern with the highest
frequency.

3. EVALUATION. We applied the method on a small corpus of narrations in Kilivila
(Senft 1983–1997). The corpus consists of ca. 13,000 words. The corpus contains
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morphological annotations constructed by an expert and thus serves as our “gold standard”
reference.

The evaluation method compares the segmentation decisions derived from our method
for each word to the actual segmentations in the reference. Segmentation points that were
marked by the method and correspond to actual morphological boundaries are called true
positives (tp). Segmentation points which were identified by the method but do not corre-
spond to morphological boundaries are called false positives (fp). Morphological bound-
aries which were not detected by the method are called false negatives (fn). Precision and
recall are then calculated for each word, based on the amount of segmentation points in each
of the above categories.

Precisionw =
#tp

#tp+#fp
Recallw =

#tp

#tp+#fn

Thus, the precision measures the portion of segmentation points which are correct, out of
the reported segmentation points, and recall measures the portion of those correctly found
segmentation points out of the actual segmentation points. Both measures reach a maximum
of 1 when there are no mistakes in segmenting the word by the method. The value decreases
when there are prediction errors, i.e. redundant segmentation points in the case of precision,
or missed ones in the case of recall. When no segmentation point is identified correctly, the
value of these measures is 0. The average precision (P) and recall (R) are then calculated
based on the results for each word.

Table 4 summarizes the results. The first line is our baseline, which randomly assigns
segmentation points as morpheme boundaries. The second line presents the results for ap-
plying the method on the whole corpus. The third line presents the evaluation results for
using the method after setting a reliability threshold on the derived patterns.

METHOD P R

Random 0.22 0.44
Unsupervised 0.381 0.569
Unsupervised+thresh 0.682 0.133

TABLE 4: Evaluation results

4. FUTURE WORK. The method presented here still requires much exploration. We
plan to experiment further with the ways of extracting patterns from target sets and deter-
mining the final segmentation, and we also plan to experiment with different corpus sizes.
The present version of the method assumes existing sentence boundaries; however, we plan
to experiment with sentence independent context windows as well.

A future version of this method should also be able to derive the morphology of the ana-
lyzed language, in the sense of supplying the user with generalizations regarding, for exam-
ple, inflectional and derivational paradigms. This method is intended to be a component in

POTENTIALS OF LANGUAGE DOCUMENTATION: METHODS, ANALYSES, AND UTILIZATION



Unsupervised morphological analysis of small corpora: First experiments with Kilivila 30

a larger framework of automatic annotation which would consist of both unsupervised and
supervised algorithms.

The unsupervised module of the system would attempt to compensate the data sparseness
problem by using linguistic information of various sources (morphological, parts of speech,
semantic levels) and by taking advantage of the interaction between these levels. As a result,
the module would produce suggestions for linguistic analyses on the three levels, which the
annotator can manually correct. The supervised module would then train a model on the
corrected data and would produce the final annotation of the corpus.

This system of interactive annotation is planned to be integrated into existing and widely
used environments such as ELAN5 (Wittenburg et al. 2006) or LEXUS6 (Kemps-Snijders
et al. 2006) in order to make the annotation process more efficient.
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A corpus linguistics perspective on language
documentation, data, and the challenge of small

corpora
Anke Lüdeling

Humboldt University of Berlin

This paper deals with issues of corpus design that might prove problematic for the
study of under-resourced languages, e.g. in language documentation. It argues that it
is not yet well understood which linguistic and extra-linguistic (predictor) variables
cause linguistic variation (i.e. the response variable), which means that the scope of a
linguistic finding cannot always be assessed. In order to deal with this problem, it is
argued that we need a flexible corpus architecture with the option of adding meta-data
to corpora/sub-corpora at any point in time.

1. INTRODUCTION. On an abstract technical level, there are no categorical differences
between a large corpus for a well-researched language with many resources and a standard-
ized orthography and a corpus of an endangered language or small variety without codified
standards: In both cases one needs to represent a source text and annotations to it. Which
levels of annotation are needed depends on the research question or purpose of the corpus;
the corpus architecture needs to be flexible enough to represent annotation layers in differ-
ent formats. A large number of corpora have been built in recent language documentation
projects; and because many of these corpora are multi-modal and diverse, language doc-
umentation has had a significant impact on the development of corpus tools, formats, and
architectures (see e.g. Auer et al. 2010, Wittenburg et al. 2010). Many of these tools, for-
mats, and architectures are also used for other corpora – typically smaller corpora, corpora
of spoken language, or corpora of non-standardized varieties, such as learner varieties, di-
alects, or historical language stages (see e.g. Ostler 2008 for an overview of smaller corpora,
or Wittenburg 2008 for an overview of multimodal corpora) where linguistic analysis and
annotation is crucial, and the methods developed for well-resourced languages or language-
independent methods sometimes have fed back into language documentation projects (see
e.g. Kirschenbaum et al., this volume, for a language-independent method of automatic mor-
phological analysis). The same multi-layer standoff architecture and search tool (Annis, cf.
Zeldes et al. 2009, Zipser & Romary 2010), for example, is used for a historical corpus
of German (Petrova et al. 2009), deeply annotated corpora of African languages (Chiarcos
et al. 2011), a modern German learner corpus (see below), or a large treebank of modern
German newspaper texts.
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On a more detailed level, however, there are issues of linguistic variation that can be
understood only by working with many well-documented varieties of a language, and it
might be that language documentation projects can learn from corpus work in the well-
researched and richly-resourced languages.

2. CORPUS DESIGN. Research on linguistic variation is probably among the most in-
teresting fields for which corpus data can be used, and I will focus on variation research
here. It has been known for a long time that language production depends on many param-
eters – ‘the same’ (the variable) can be expressed in many different ways (the variants).1

Research on variation focuses on the language-internal and language-external co-variables
that influence the choice of one variant over another. In an ideal world, a corpus could be de-
signed according to well-understood parameters that only depend on the research question
at hand.2 In addition to issues of time, money, and feasibility, this means that we would have
to understand all the parameters that influence language production and could find portions
of language for each necessary combination of parameters. This would mean that we select
a sample (or several samples) of a language according to some design criteria and add these
as meta-data to the corpus sources. I want to argue here that we are far from understanding
which parameters influence variation and that we continue to discover new (not previously
discussed) parameters that also influence linguistic variation. This means that we cannot
work with a static set of meta-data categories.

Dedicated corpora as well as large reference corpora (such as ‘national’ corpora, the
BNC, the ANC, DeReKo, etc.) that are not built for one specific research question include
material for some of the possible combinations (such as n % of spoken informal dialogue
or m % of written formal language, etc., see e.g. Hunston 2008 on corpus design). The
rationale behind this is that for a given combination of parameters, each piece of material
would be as good as any other piece of material. If we wanted to do research on, say,
the use of adjectives in informal conversation we could take any informal conversation and
generalize from that – there are countless publications on many aspects of the grammar of
‘newspaper language’, a given dialect, a given register, etc. that seem to (implicitly) follow
this reasoning.3

However, linguistic research from many domains (sociolinguistics, dialectology, etc.) has
discovered more and more parameters that seem to influence the choice of variants. These
include among many others

• properties of the speaker: dialect, socio-economic factors, age, gender, education, etc.,
see e.g. Labov (1972, 2001)

• mode of communication: spoken, written, computer-mediated, etc., see e.g. the papers
in Androutsopoulos & Beißwenger (2008) for CMC research or Siekmeyer (2011) for

1 This is the view formulated in variationist sociolinguistics or in variationist models for language change (see
e.g. Labov 1972, 1994, 2001 etc. or Rissanen 2008).

2 In addition to corpora with a specific and documented design, we find opportunistic corpora and Web-based
corpora where the composition is not known (such as the WaCky corpora, Baroni et al. 2009). While these
might be used as ‘example banks’ or for NLP purposes, the lack of meta-information is problematic for more
fine-grained variation research (see Lüdeling et al. 2007 for a discussion of the problems).

3 This issue has sometimes been discussed under the header of ‘representativeness’; see e.g. Biber (1993).
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a corpus-based study of spoken versus written texts; mode is often discussed together
with other parameters such as distance or level of formality (Koch & Oesterreicher 1994,
Maas 2006)

• purpose of the communication: text type, functional variation, register, see e.g. Biber
(1995, 2006).

There are several problems for corpus design here: First, for many of these co-varying
variables it is unclear what the variants would be: Maas (2006), for example, distinguishes
between three registers while Biber (1993, 1995, 2006) shows that many more distinctions
can be made reliably. Second, without more research it is unclear which other factors play
a role in language production. I want to illustrate this with an example from the German
learner corpus Falko (Lüdeling et al. 2008, Reznicek et al. 2010). The corpus consists
of written argumentative essays produced by advanced learners of German as a foreign
language. It is well-known that the L1 has an influence on a learner’s text production in
the L2 (transfer, interference, see Ellis 2008). Golcher & Reznicek (2011, in preparation)
show that a machine learning method that takes into account only substring frequencies
is able to classify learner texts by L1 with high accuracy. In addition to using substring
frequencies of the original texts, they also compare the part-of-speech annotation, again
modeled as a string, and show that simply by looking at the frequencies of part-of-speech
(POS) sequences, the L1 of a learner can be predicted with high accuracy. While this in
itself might not be too surprising, Golcher & Reznicek use the same method to classify
learner texts by their topic. All learners were asked to choose one of four topics; all other
production parameters (time, setting, access to assistance, etc.) were kept equal for all texts.
Figure 1 (from Golcher & Reznicek 2011: 31) shows that classification by topic is possible
with an accuracy of around 80%, even by only taking into account POS sequences (thus
not looking at lexical information). Automatic classification by topic is more reliable than
classification by L1.

Findings such as these show that people use different grammatical means (represented by
sequences of POS tags) when writing about different topics, even within the same text type
(argumentative essay) written under the same circumstances.4 This means that we might
have to add ‘topic’ to the list of co-varying variables.5 And if we look at further param-
eters, we might find further variables. The findings by Mosel (this volume), who shows
that certain narrative styles are associated with specific stories in Teop, and Gullberg (this
volume), who speaks about the different parameters that influence L2 acquisition, provide
further cases in point.

3. CONSEQUENCES. Detailed studies that analyze variable after variable and their in-
teraction with text production can only be done for languages with rich resources. But there

4 The method here is a stylometric method developed in Golcher (2007). Golcher & Reznicek take care to
eliminate any confounding L1 evidence that might have been introduced by the fact that learners with a given
L1 tend to choose certain topics over others.

5 Further studies are needed to find the reasons for these differences (Golcher & Reznicek, in preparation, provide
some suggestions). It might, for instance, turn out to be the case that the differences are only indirectly due to
the topic but point to register differences instead because some of the topics prompt the writers to argue more
emotionally than others.
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FIGURE 1: Classification of Falko texts by topic, using substring frequencies (figure taken
from Golcher & Reznicek 2011: 31). The target hypothesis is a slightly

modified version of the learner text where grammatical errors are corrected;
results for classification are similar.

is no reason to assume that the findings from such research on richly-resourced languages
will not in principle carry over to less-researched languages. Does this mean for language
documentation that we only make grammatical statements about individual texts and do not
generalize at all in such a context? This is clearly not the case because, as has been shown
time and again. Speakers have a good awareness of appropriate variants (this is, of course,
the basis for the fact that automatic classification works at all). But it is necessary that
we understand which grammatical elements (on all grammatical levels, from sounds to text
structure) are specific to external co-varying variables and which are not, and how variables
interact with each other.6

On a technical level, we need powerful flexible corpus architectures where annotation
layers and meta-data can be added at any point in time. Today very often a corpus can only
be accessed via an interface and only the original corpus provider has the power to change
it. If new linguistic analyses on this material are carried out and new co-varying variables

6 There are many statistical models that can be used to reduce dimensions (such as principal component analysis)
or can be used to look at the effect of different variables (also as random effects models). Interaction is crucial,
and its effects have often been underestimated, cf. Gries, forthcoming.
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are found after the corpus was first constructed, we need the option to add this information
to the corpus. The technical means are there: Several multi-layer standoff architectures for
corpora are being developed, and I am hopeful that the remaining technical issues (with
respect to conversion frameworks and search tools, etc.) will be solved within the next few
years. What seems to be just as necessary (but perhaps more difficult) is an awareness of
the fact that we do not yet understand variation and cannot know all meta-data categories or
annotation layers when we construct a corpus. This awareness would result in better corpus
exchange and update functionalities and a fundamental work-flow change.
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Automatic analysis can speed up the annotation process and free up human resources,
which can then be spent on theorizing instead of tedious annotation tasks. We will
describe selected automatic tools that support the most time-consuming steps in anno-
tation, such as speech and speaker segmentation, time alignment of existing transcripts,
automatic scene analysis with respect to camera motion, face/person detection, and the
tracking of head and hands as well as the resulting gesture analysis.

1. INTRODUCTION. Language documentation activities have produced large audio
and video corpora, which can be used to investigate various topics such as the relation
between spoken language and gestures or special characteristics of endangered languages.
Meaningful annotations of these corpora are required as the basis for their analyses, and so
the annotations ultimately contribute to the development of new theories. One of the aims
of the AVATecH project (Auer et al. 2010, Tschöpel et al. 2011) is to implement algorithms
that allow for automatic and semi-automatic creation of pre-annotations for such corpora,
hence reducing the time needed to perform the manual annotation task. Automatic analysis
of typical language documentation data (such as data from the DoBeS archive) is a difficult
task due to two factors. First of all, the size of the media corpora is very significant (cur-
rently about 70 TB in the DoBeS Archive). Secondly, the recordings are highly diverse in
terms of language, conditions, and situations. Effective methods for automated processing
of such content are not widely available or do not exist at all.

Automatic audio/video annotation algorithms will be important for two reasons. Firstly,
they lead to a dramatic decrease in the time necessary to perform simple but time-consuming
pre-annotation tasks. Secondly, automation of some parts of the process can significantly
increase the uniformity of the annotations created worldwide by different researchers. This
would contribute to the consistency and comparability of the available language data. In
this paper, we present a short overview of the tools for automatic audio/video annotation
that are currently available; these have been developed within the AVATecH project. We
will also present some initial results indicating the potential benefits for researchers.
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2. THE AVATECH CONCEPT. The system concept of AVATecH is detailed in Fig-
ure 1. The Fraunhofer Institutes are technology providers delivering recognizers in the
form of executables. These recognizers are integrated into existing annotation tools using a
common recognizer interface that is based on a derivate of the CMDI (Component Metadata
Infrastructure) specification, developed within the CLARIN research infrastructure project
(Váradi et al. 2008, Broeder et al. 2010). The annotation tools are developed and main-
tained by the Max-Planck-Institute for Psycholinguistics (MPI-P). The interactive ELAN
tool is an open source annotation tool with a graphical interface for annotating audiovisual
content for linguistic research. ELAN is now used by many different types of researchers
worldwide. The main areas of application include language documentation, sign language
research, and gesture research. An additional tool, ABAX, has been created in the AVATecH
project. In contrast to ELAN, it is used to perform a series of annotation tasks on multi-
ple files. ABAX provides a CMDI-interface as well. Researchers can use either ELAN or
ABAX to create enriched annotations using the recognizers developed by the Fraunhofer
Institutes. Researchers provide media files to be annotated and specify the required param-
eter settings for the recognizer that will be applied. In addition, some recognizers accept
existing annotations or additional feedback information, which can be used to optimize the
performance of the recognizer. The main contribution of AVATecH to ELAN is that for
the first time, automatic analysis tools for audio/video analysis are available and integrated
into the system. In this way, the ELAN tool is not only a graphical user interface but also
becomes a powerful automatic annotation engine.

FIGURE 1: The AVATecH concept

3. AUDIO AND VIDEO ANALYSIS ALGORITHMS. All algorithms have been created
with the aim of performing well on recordings with a wide variety of acoustic and light
conditions as well as quite different scenarios (single vs. multiple persons). The baseline
versions have also been designed to work without user interaction (except for the initial
configuration by means of a few numerical parameters) to allow batch processing on mul-
tiple videos. The implementation was performed using a highly modular structure so that
future automatic annotators can be easily integrated into the current framework, using as
input the results provided by the previous detectors. In the following paragraphs, the recog-
nizers which are currently available are briefly described in order to demonstrate the large
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variety of analysis tools that have been developed up to now. First, we describe the audio-
related detectors (from acoustic segmentation to speaker clustering), and then we introduce
the video-based detectors (from shot detection to head and hands tracking).

3.1. AUDIO SEGMENTATION. For linguistic annotation, segmentation into units cor-
responding to utterances is of high importance but is difficult to achieve automatically with-
out errors. This recognizer provides a fine-grained segmentation of the audio stream into
homogeneous segments, e.g. between speakers or according to other significant acoustic
changes such as pauses. The user can control the granularity of segmentation by tuning a
corresponding feedback parameter. An important issue is the choice of the target segment
granularity. Some researchers are interested in a segmentation according to who is speak-
ing, e.g. during an interview, while others are interested in a very fine-grained utterance seg-
mentation. The first group will perceive results from the second as being over-segmented,
while the second group will consider a speaker segmentation to be under-segmented. Hence
we decided to provide two baseline versions for segmentation, one focusing on speaker
changes, and one optimized for fine-grained segmentation. For the utterance segmentation,
we expect that more corrections will be required by the user since utterances are often not
only separated acoustically but are also based on the content of the spoken words (which is
not exploited by the current language-independent algorithm).

3.2. SPEECH DETECTION. This recognizer is able to label audio segments containing
human speech, regardless of the language of the recording. To enhance the performance
of this detector, the user can manually provide a small amount of speech and non-speech
samples in order to adapt the model to the given data, which leads to a more robust detection.

3.3. SPEAKER CLUSTERING. A language-independent speaker clustering recognizer
is able to find segments spoken by the same person within a given recording. The results
can be used to remove utterances by the interviewer in a recording or to extract material
from specific speakers from a recorded discussion. For optimization of the detection perfor-
mance, we use manual user input such as the number of speakers or speaker audio samples.
If the user can provide samples of a speaker, we can combine unsupervised speaker clus-
tering with supervised speaker identification, i.e. the algorithm labels all segments where a
specific known person speaks with the corresponding name.

3.4. VOWEL AND PITCH CONTOUR DETECTION. The pitch contour detector can al-
low researchers to graphically specify pitch contours and search for similar patterns. The
detector can tag segments in audio recordings and annotate with pitch and intensity prop-
erties such as minimum, maximum, initial or final f0 frequency, or volume. The detector
invokes PRAAT to calculate f0 and volume curves of the input over time. Those are then
used to find characteristic segments and to annotate them.

3.5. SHOT/CUT DETECTOR AND KEY FRAMES EXTRACTOR. A shot is defined as
a set of video frames that have been continuously recorded with a single camera operation
and represent therefore the basic unit of a video. This recognizer is able to detect such shots
and label them. All video analysis algorithms described further provide results for a given
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shot and therefore rely on the results of the shot/cut detection. Sub-shots are defined as
a sequence of consecutive frames showing one event, or a part thereof, taken by a single
camera act in one setting with only a small change in visual content.

3.6. GLOBAL MOTION DETECTION. Accurate motion analysis allows different
types of video content to be distinguished. It can be used to segment a video in order to
select only those parts which are relevant for the researchers. For example, the presence of
zooms and motion inside of a scene are usually the most interesting, while shots contain-
ing only panning and a low amount of internal motion are usually of little interest and can
usually be discarded without further analysis. The algorithm developed performs a frame-
based analysis and detects when global motion (pan, tilt, zoom in, or zoom out) occurs
inside a shot. For each frame in the video, a motion vector map is computed using the
Hybrid Recursive Matching (HRM) algorithm (Atzpadin et al. 2004).

3.7. SKIN COLOR ESTIMATION. A prerequisite for head and hands tracking, e.g. for
gesture studies, is skin color estimation. There is no unique set of skin color parameters
which can achieve good results for all recordings, and therefore typical approaches that
make use of a training set to collect the parameters for skin detection on the entire dataset
cannot be applied. The estimation scheme uses both the temporal information provided by
the change between one frame and the next and the spatial information provided by the fact
that skin color pixels tend to cluster in well defined regions. This skin color estimator does
not need a training dataset but rather estimates the color ranges identifying skin color for
each frame in each video.

3.8. HEAD AND HANDS TRACKING. The algorithm works first by segmenting the im-
age in skin vs. non-skin pixels, using the information provided by the skin color estimator.
The subsequent step in the detection process involves the search of seed points where the
head and hands regions most likely occur. A region-growing algorithm is then applied to
the seed points in order to cluster together all the skin pixels in the neighborhood. Each
region is approximated by an ellipse, characterized by the position of the center, its orienta-
tion, and the length of its axes, and for tracking purposes, each of them is assigned a label
(Figure 2). The tracking is performed by analyzing the change in position and orientation
of the ellipses along the timeline, assigning labels based on the position of the regions in
the current and previous frames.

FIGURE 2: Sequence of images showing the head/hand tracking approach
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4. USER INTERACTION. The expected output is very heterogeneous, and in some
cases baseline recognizers can perform poorly with no additional adaptation. Further-
more, the researchers cannot accept annotation errors, such as a segment being wrongly
labeled as no-speech but having speech in it (false negative). Therefore the analysis compo-
nents support adaptation and feedback-loop mechanisms. The adaptation mechanism offers
the researcher the opportunity to give examples of speech or video he/she is interested in,
e.g. samples of a speaker for automatic speaker detection or sample segments with and with-
out speech for the automatic detection of speech. The feedback-loop mechanism offers the
user the opportunity to give feedback about the quality of the result of a first run and then
perform a second process with the updated information again. For example, this could be
applied for the speaker identification process: The user adapts the recognizer before running
the component the first time by selecting some examples of the speaker, then runs the rec-
ognizer, and then verifies a number of segments, and the recognizer would use this response
to adapt the algorithm before running the process a second time.

5. EXPERIMENTS. The development of the procedures outlined above requires inten-
sive collaboration with researchers from the humanities in order to provide them with the
most helpful and powerful tools for their annotation tasks. Therefore, a range of tests have
been performed to assess how the methods can increase the effectiveness of the researchers’
work. The measure of effectiveness is defined as the difference between the time neces-
sary to create annotations for given media with and without the developed algorithms. This
value cannot be easily calculated as the time necessary for annotating a time unit of media
depends on factors such as 1) the purpose of the recording and contents of the media; 2)
what exactly needs to be analyzed and annotated; 3) the person performing the annotation
process and their expertise. Also, the level of applicability of the methods can be different
for different scenarios, resulting in a different amount of help they can offer. In order to
estimate the usefulness of the methods, a scenario has been created in which a researcher
had to perform a number of annotation tasks aimed at different linguistic research ques-
tions. The tasks have been chosen to represent a common set of actions undertaken by a
researcher annotating his/her recordings and included: 1) marking utterances of all speakers
in the recording; 2) marking the size of the gesture space of a recorded person; 3) marking
where speech overlaps with gestures; 4) marking specific gesturing or behavior throughout
the entire recording, like nodding, raising the arms from a resting position to the level of the
body, etc.; 5) marking when gesturing action happens and segmenting it into stroke, hold,
and retreat. These tasks were first performed by several researchers manually, and the time
necessary to carry them out was measured and averaged.

In this paper, we are describing the results of a preliminary experiment. Our aim is to gain
initial insights into the potential of automatic annotation in the described scenario and use
these insights to design in-depth experiments on a larger scale. For the preliminary experi-
ment, the recognizers described above have been executed on selected exemplary recordings
taken from the MPI-P archive, creating a set of initial annotations. Then, the initial auto-
matic annotations were evaluated and manually corrected by a researcher. Figure 3 presents
the time necessary to carry out three particularly time-consuming annotation tasks, namely
speech utterance segmentation, gesture segmentation, and speech-gesture overlap. When
the task was performed with the help of recognizers, the annotation time represents the time
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required for correcting the results obtained from automatic analysis in order to make them
useful for the researcher. Using the recognizers, the annotation time was greatly reduced
for all three annotation tasks. The marking of utterances required some corrections of the
boundaries of the annotations and also required splitting and merging some of the results of
the applied algorithms. Detecting and segmenting the gestures, which are the most complex
tasks, also required a significant amount of corrections. However, all test cases have proven
to save a substantial amount of time required for annotation, which can be spent on other
tasks.

For this preliminary experiment, recordings were not selected systematically in terms of
recording conditions, length, or corresponding research scenario, but rather selected by the
researchers because they were interested in the corresponding annotation task. In the next
step, we plan to carry out the described experiment on a larger range of different documents
and also on a larger scale such that we can analyze the effect of different recording condi-
tions and research scenarios on the annotation speedup through automatic recognizers. High
detector error rates will render our approach unusable as the number of corrections becomes
intractable. Hence there is also need for investigating the minimum detector accuracy that
is required for our semi-automatic approach.

FIGURE 3: Initial evaluation results

6. CONCLUSIONS AND OUTLOOK. We have demonstrated the immense potential of
automatic audio visual analysis for the processing of language documentation as a basis
for linguistic research. Besides the scenarios investigated in the context of the AVATecH
project, many more research domains from linguistics, and in particular gesture studies,
may benefit from these techniques. An important issue for further applications of AVATecH
is the availability of this technology to the international community. One challenge in this
context is to find a solution as to how the technology developed by the Fraunhofer institutes
can be used in the research community. Several licensing models are currently under dis-
cussion, and the common goal is to find an appropriate solution by mid 2012. It is clear that
AVATecH is relevant for a large variety of research questions beyond the ones considered
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in the collaborative project so far. Hence, the linguistic research community, and in par-
ticular the gesture research community, is invited to approach the AVATecH partners and
to provide additional audio-visual test material and related research questions for further
investigation. Only intensive collaboration between technology providers and researchers
from the humanities can help to improve the methods and to adapt them to the needs and
desires of the end users. We believe this collaborative work could contribute to a significant
increase in the amount of annotations that can form the basis for further linguistic research.
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Bilingual multimodality
in language documentation data1

Marianne Gullberg
Lund University

Most people in the world speak more than one language, making bilingualism the norm
rather than the exception. Furthermore, speakers generally also move their hands – they
gesture – in coordination with speech and language in nontrivial ways. Bilingualism
and multimodality should thus be on research agendas focused on the nature of linguis-
tic systems and language use in context, yet they are often overlooked. Conversely,
research and theorizing on bilingualism and multimodality is often based on Western-
European, standardized languages, and little is known about other linguistic contexts.
This paper makes the point that language documentation data has the potential to in-
form theoretical and empirical studies of linguistics, bilingualism and multimodality in
entirely new ways, and, conversely, that documentation work would benefit from taking
the bilingual and multimodal nature of its data into account.

1. INTRODUCTION. It is frequently (and probably accurately) claimed that most peo-
ple in the world speak more than one language, meaning that bilingualism2 – not monolin-
gualism – is the norm rather than the exception (e.g., Grosjean 1982). Furthermore, when
we speak, we also move our hands and arms, producing gestures in coordination with speech
and language in nontrivial ways. The fact that most speakers are bilingual under some defi-
nition and that they gesture while they speak should put bilingualism and multimodality at
the heart of research agendas focused on the nature of linguistic systems and language use
in context. Moreover, the communities represented in documentation data of endangered
languages are often bilingual, and the data at hand typically contain multimedia recordings
of interactions where gestures are a natural part of language use (see Gippert, this volume).
This paper therefore makes the point that language documentation data has the potential
to inform theoretical and empirical studies of linguistics, bilingualism and multimodality
(meaning the combined study of speech and gesture as one ensemble) in entirely new ways,

1 I express my thanks to the organizers of the DoBeS workshop “Potentials of Language Documentation: Meth-
ods, Analyses, and Utilization” for inviting me to think about these issues. I also thank the panel coordinators,
the editors, and two anonymous reviewers for helpful comments on this paper.

2 I will use the term bilingual to refer to speakers who regularly use more than one language, regardless of the
actual number of languages used, acquisition history, or proficiency level. The term therefore includes multi-
linguals, early simultaneous bilinguals, and speakers who have acquired their languages in adulthood (‘second
language speakers’) but use them regularly.
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and, conversely, that documentation work would benefit from taking the bilingual and mul-
timodal nature of its data into account.

2. BILINGUALISM. Studies of bilingualism and adult second language acquisition
(SLA; traditionally two separate fields) are inherently concerned with cross-linguistic and
typological variation in that the properties of languages that come into contact in an indi-
vidual mind are assumed to make a difference for the nature of bilingualism and language
learning and use. Different linguistic domains are examined for the ways in which a bilin-
gual’s languages interact and determine the nature of the bilingual’s language system. In
the vast body of work in this domain, data typically come from standardized languages
(European languages, Japanese, Korean, and Mandarin Chinese) studied and acquired in
classroom settings. Based on such data sets, research addresses theoretical concerns. A first
example of such a question is the monolingual native speaker norm. Most studies assume
that the goal of bilingualism and SLA is to become like a monolingual native speaker, the
golden standard against which all bilinguals and learners are measured. This is particularly
obvious in the literature probing the role of maturational constraints on learning (the critical
period hypothesis), asking why children seem to be ‘better’ language learners than adults
(e.g., DeKeyser & Larson-Hall 2005, Hyltenstam & Abrahamsson 2003; for the standard
view in SLA that adult learners are faster than children, who in turn may reach higher fi-
nal levels of proficiency in some linguistic domains, see Krashen et al. 1982). There is a
strong bias towards the standardized language in its written, academic form as opposed to
the variation found in actual spoken language use. Furthermore, there is surprisingly little
recognition of the fact that if most speakers in the world are bilingual, then it is unclear who
the monolingual native speaker is and what the norm represents (cf. Davies 2003). Even
studies that recognize that bilinguals are not two monolinguals in one body (cf. Grosjean
1998) nevertheless compare bilinguals to monolinguals, and usually find fault.

A second issue is the question of general and supposedly universal developmental trajec-
tories in adult acquisition whereby learners, for instance, acquire grammatical morphemes
in a set order (e.g. Dulay & Burt 1972, 1978) or pass through specific developmental stages
of word order acquisition regardless of the patterns in the first and second language (Hyl-
tenstam 1978, Klein & Perdue 1997, Pienemann 1998).

A third question concerns the role of the other language, known as transfer or cross-
linguistic influence (Jarvis & Pavlenko 2008, Kellerman & Smith 1986, Odlin 1989). Tra-
ditionally, the first language (L1) has been assumed to ‘leak’ into the second language (L2)
in the form of foreign accent, lexical choice, structures, etc. Similarity between languages
is supposed to be helpful; differences are assumed to cause difficulties in learning (Ring-
bom 2007 for an overview). However, recent work highlights the fact that languages affect
each other in all directions such that the second language also affects the first, making the
pure monolingual speaker even less likely (e.g. Brown & Gullberg 2011, Cook 2003). The
psycholinguistic literature focuses on the costs of controlling this interaction. Bilinguals are
often shown to be slower to name pictures than monolinguals, leading to the assumption that
it is costly to be bilingual. This assumption is based on ideas of co-activation in processing,
inhibition, and executive control (e.g. Costa 2005, Meuter 2005).

Finally, research on code-switching – that is, the use of two languages in the same ut-
terance, clause, or phrase – examines what sort of social and linguistic constraints can be
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placed on mixing, asking whether mixing is orderly or random (e.g. Auer 1998, Clyne 2003,
Muysken 1995, Myers-Scotton & Jake 2001, O’Shannessy 2011). Recently, researchers
also ask what psycholinguistic constraints may be placed on mixing.

Two things are noteworthy. First, empirical facts and theories about bilingual-
ism/acquisition (within the four domains outlined, but also beyond them) are based on very
small samples of languages that are formally acquired, supporting the bias towards mono-
lingual norms. Findings may therefore not reflect typical patterns across larger samples and
in the untutored ‘wild’. It is unclear how the standard claims would fare if language docu-
mentation data were taken into account. For example, the claims might look different if the
full extent of linguistic variation in contexts where speakers are functionally bilingual with
complex sociolinguistic and functional divisions of labor between languages were taken into
account. Similarly, the claims might take a different form if contexts where speakers are ac-
quiring languages for different purposes other than passing academic proficiency tests were
considered. Put differently, there are substantial gaps in our knowledge about bilingualism
and adult acquisition. The variation and rich bilingual contexts in language documentation
data raise important challenges for bilingual/acquisition studies with implications for the
validity of the theorizing around these issues.

Second and conversely, studies of language contact and documentation work rarely con-
sider theoretical claims in SLA and bilingualism concerning acquisition, language process-
ing, and the nature of bilingual linguistic systems in general. This means that descriptions
of endangered systems as if they were monolingual also risk misrepresenting the linguistic
reality under study. In this case, insights from bilingualism studies raise challenges for de-
scriptive work, and this has implications for the theorizing around the nature of linguistic
systems (cf. Evans & Levinson 2009a,b, Levinson & Evans 2010).

3. MULTIMODALITY – HEARING AND SEEING LANGUAGE. When we speak, we
typically also gesture, and we deploy this expressive resource in systematic and nontrivial
ways. Contemporary gesture studies indicate that gestures are closely linked to language
and speech in production, comprehension, and development, and interact with cultural, so-
cial, psychological, and linguistic aspects of communication (cf. Goldin-Meadow 2003,
Kendon 2004, McNeill 2005). The connections are manifold: Gestures improve speech
comprehension (e.g. Rogers 1978); their presence or absence influences both the content
and the fluency of speech production (e.g. Bernardis & Gentilucci 2006, Graham & Hey-
wood 1975); and the modalities develop in parallel in childhood (e.g. Capirci et al. 2005,
Hickmann et al. 2011, Iverson & Goldin-Meadow 2005), and break down together in disflu-
ency and stuttering (Mayberry & Jaques 2000, Seyfeddinipur 2006). Speech and gestures
also combine in complex ways to regulate speakerhood, turn-taking, and other aspects of
conversation (Duncan 1972, Schegloff 1984).

A number of theoretical issues are being discussed in this field. One concerns the rela-
tionship between speech and non-conventionalized gestures (so-called co-speech gestures
that lack standards of well-formedness) and the assumption that they form an integrated and
co-orchestrated system (Clark 1996, Goldin-Meadow 2003, Kendon 2004, McNeill 2005).
Specifically at stake is their common conceptual origin. Tight semantic and temporal cross-
modal coordination (similar meaning expressed at the same time, e.g., a gesture tracing a
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circling movement rightward as the speaker says roll down the street) is taken as evidence
for such a joint stage, suggesting that gestures are planned and organized with speech.

A second and related question is the extent to which different linguistic communities
have different gestural repertoires and whether they are determined by cultural convention
or by linguistic factors. If speech and gestures express the same meaning at the same time
(roll down the street in speech and a rightward circling gesture), and different languages
express different meanings in speech (e.g., descend la rue ‘descend the street’ [path but not
manner of motion] vs. roll down the street [manner and path of motion], then logically,
different linguistic communities should have different gestural repertoires. Moreover, tra-
ditional claims about cultural differences between, for instance, gesture-rich (e.g. Italian)
vs. gesture-poor (e.g. Japanese) communities are persistent but not supported by empirical
facts. Studies of culture-specific meanings of conventional gestures (e.g. the ring-gesture
which can mean ‘zero’, ‘excellent’, ‘money’ or ‘orifice’, depending on location) are also
relatively rare. Therefore, cross-linguistic and cross-cultural issues remain relatively under-
explored in gesture studies. Existing work predominantly focuses on gestural practices in
European languages, Japanese and Mandarin Chinese (Kita 2009 for an overview). Very
few studies have examined how speech and gestures are mobilized and orchestrated in a
wider set of languages. When they have, studies have often focused on deixis and pointing
(e.g. Kita & Essegbey 2001, Sherzer 1973, Wilkins 2003). Much less is known about the
full repertoires of conventional and non-conventional gestures, forms and meanings, and
their deployment in discourse (e.g. Barakat 1973, Brookes 2004, Newbury 2011, Núñez &
Sweetser 2006).

A third related issue is how children and other learners become competent, native speak-
ers and gesturers of a particular language in a given community. The question of whether
gestures are learned (through imitation and molding) or whether their development is based
on linguistic development remains a contentious topic (e.g. Bates et al. 1977, Gullberg et al.
2008). In adults and bilinguals, issues of cross-linguistic influence and general develop-
mental trends become pertinent with questions concerning whether one repertoire leaks
into another, whether bilinguals code-switch in gesture along with speech, etc. (e.g. Brown
& Gullberg 2008, Gullberg 2009, Nicoladis et al. 1999). These are largely open empirical
questions at this point.

Thus, as with bilingualism studies, the empirical facts and theories around speech, lan-
guage, and gestures are based on very small samples of standardized languages, and typi-
cally on adult native monolingual speakers. Current empirical findings may represent sub-
patterns, and again, it is unclear how theoretical claims would fare if language documenta-
tion data were taken into account to explore the full extent of gestural, cultural, and linguistic
variation found in contexts typically described. It seems likely that the current theoretical
landscape would change considerably. The gaps in our knowledge will have consequences
for the validity of the theorizing around these issues.

Conversely, although language documentation now often comprises multimodal re-
sources such as audio and video, these are rarely exploited to address theoretical questions
regarding the multimodal nature of language, acquisition, and bilingualism. More complete
descriptions of language in contextual use – the natural habitat of language – should obvi-
ously take gestures into account. Gesture analysis can open new windows on the nature of
the systems under description and on the interactive practices. Insights from gesture studies
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raise challenges for descriptive work and this has implications for theories pertaining to the
nature of linguistic systems.

4. CONCLUDING REMARKS. I have outlined a situation where bilingualism/SLA
studies and studies of multimodality remain uninformed by the knowledge accumulated
in language documentation work and the linguistic analyses resulting from it. I have also
suggested that theoretical issues raised in the fields of bilingualism and gesture studies are
not discussed in the domain of linguistic analysis or contact linguistics. This mutual igno-
rance is unfortunate. Clearly, vital theoretical and empirical gains could be made in all fields
if researchers collaborated and considered data and frameworks on both sides. Bilingualism
and multimodality studies are rife with testable claims and theories waiting to be challenged
and informed by the rich resources in documentation data. Documentation work would also
benefit from acknowledging the bilingual and multimodal nature of the data collected. The
way forward then, to achieve the “sea change in linguistics” that Levinson & Evans (2010)
discuss, lies in joint ventures and collaborative interdisciplinary work to exploit the data
already available in archives and to inform new data collection. In this way, the language
sciences can become truly accumulative, and a broader view of multimodal language in
situated use can inform our theories. We have everything to gain and very little to lose.
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Tours of the past through the present
of eastern Indonesia

Marian Klamer
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The past twenty years have seen a variety of data being collected from largely undoc-
umented languages in eastern Indonesia, an area hitherto almost unknown. Such data
are valuable in reconstructing the history of this area at a macro-level. In addition, as
research in particular areas becomes more fine-grained, it is possible to combine linguis-
tic data with data from oral history and ethnographic observation in order to reconstruct
the migration histories of specific speaker groups. A case study of such a micro-level
reconstruction is presented here.

1. INTRODUCTION. One fundamental idea in historical and contact linguistics is that
similarities between two geographically close languages are not accidental but point to a
shared history of their speakers. The speakers either descend from a common ancestor so
that the similar features were passed down the generations; or they were once in contact with
each other and features from the one language were adopted into the other. The nature and
spread of similarities between languages spoken today can thus be studied to reconstruct
pictures of the past of their speakers. This is particularly relevant in regions where written
historical records are generally lacking, and archaeological records, if they exist, have yet
to be uncovered. One such region is eastern Indonesia.

Obviously, a comparison of similarities across languages can only be done once the lan-
guages have been described. This paper therefore addresses the following question: How
did language description and documentation in eastern Indonesia contribute to our knowl-
edge of the history of people living in the area? After presenting an overview of descriptive
and documentation efforts in eastern Indonesian languages (Section 2), the impact of the
documentation will be illustrated at the level of the language families in the area (Section 3)
and at the level of individual language communities (Section 4). Section 5 presents a sum-
mary.

2. RECENT DESCRIPTIVE AND DOCUMENTATION EFFORTS IN EASTERN INDONE-
SIA. Linguistically and ethnically, eastern Indonesia constitutes an interface between the
Austronesian and Papuan worlds. Papuans have lived in this area for more than 40,000
years, whereas Austronesians came down from Taiwan less than 6,000 years ago.
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What was originally the Papuan area became largely “austronesianized” through the in-
coming Austronesians, who assimilated with the original populations. However, in some
locations, Papuan languages continued to be spoken – in Papua itself, as well as in outlier
groups located west and east of Papua. The westerly outlier groups are in Halmahera in the
north and Timor Alor Pantar in the south, as indicated in Figure 1. Note that ‘Papuan’ is a
cover term for numerous mutually unrelated non-Austronesian language groups in Papua or
its vicinity.

FIGURE 1: Eastern Indonesia

The number of languages spoken in the area of eastern Indonesia as discussed here may
be estimated at 200–250 – a figure that is vague for lack of data (see also Hammarström
& Nordhoff, forthcoming). Since the early 1990’s, when eastern Indonesia was considered
“perhaps the least known area in the Austronesian world today” (Tryon 1995: 12), we have
gone from almost no information to a body of documentation on 25–30 languages. Most of
these are grammars of individual languages that were produced by PhD students or postdoc-
toral researchers from institutions in Australia and the Netherlands. In addition, and with
varying results, documentation projects have focused on Rongga in Flores, Waima’a and Fa-
taluku in East Timor, languages of Central Maluku (Alang, Sou Amana Teru, Alune), and
Totoli in Northern Sulawesi. Documentation is ongoing for Iha in West Papua, Mor on the
Bomberai peninsula, and Wooi in Yapen Island in the Geelvink Bay, north of Papua’s main-
land. In sum, during the past two decades about 10% of the languages in eastern Indonesia
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have been grammatically and lexically described (Klamer & Ewing 2010: 5 provide refer-
ences), and a handful have been documented.

3. IMPACT AT THE LEVEL OF LANGUAGE FAMILIES. Research relating to language
family groupings sets out to know whether or not two languages have a common ancestor,
and if so, what their ancestor would have looked like. A linguist who encounters an unde-
scribed language will first try to relate that language to a language family in the area, since it
is easier to analyze an undescribed language when it can be related to existing knowledge of
other languages. In eastern Indonesia, this means asking the question whether the language
is Austronesian or belongs to one of the Papuan families.

Which parts of the new language do we consider in our attempt to group it with an ex-
isting family? Classic comparative research hypothesizes family relations on the basis of
geographical closeness of languages and then proceeds to demonstrate the relatedness by
comparing sets of cognate words (lexicon) and paradigms (morphology). But what if ge-
ographically close languages do not have cognate words and morphology? Can we group
languages together on the basis of other types of evidence, such as shared structural fea-
tures in the domains of phonology, morphology, and syntax? Examples of structural di-
mensions (also referred to as ‘typological features’) along which languages in eastern In-
donesia have been grouped, include segment inventory (how many consonants and vowels
do languages have; and which ones?), syllable structure, the position of affixes (prefixing
or suffixing?), word order (verb-object, or object-verb?), types of grammatical alignment
systems (nominative-accusative, active-stative, or split S?), and the encodings of nominal
possession (Foley 2000, Klamer 2002, Himmelmann 2005, Pawley 2005, Donohue 2007).

It is generally agreed that shared structural features in isolation are too instable to signal
deep time family relations between languages. It is, however, commonly agreed that if
languages share a set of such features, this might point to a history of contact between their
speakers. For example, when people adopt a second language (to trade, get an education,
when they marry, and so on), they will – mostly unconsciously – use some structures of
their first language in the new language they adopt. As a result, their second language will
contain features that are similar with the first, and these features can be passed down to
the language their children acquire. Such similarities between languages are then due to
linguistic contact rather than to a common ancestor language.

With the amount of data on languages of eastern Indonesia increasing, it is now possible
to group the languages in this region not only according to their genealogy but also accord-
ing to their structural features. When the groupings overlap, it is possible to identify certain
shared structural features as ‘typical for Austronesian’ or ‘typical for Papuan’ and then for-
mulate hypotheses about the direction in which the features transferred – from Austronesian
to Papuan or the other way around.

For some Austronesian languages in eastern Indonesia with structures unlike those found
in western Austronesian languages, and similar to those found in Papuan languages, we
believe the structures have a Papuan donor; while some Papuan languages have adopted
Austronesian features (see Klamer et al. 2008, and references cited there). The study of sim-
ilarity patterns across languages of different families thus enables us to reconstruct where
there has been contact between Austronesian and Papuan groups, even in locations where no
such contact exists today. It also allows us to formulate hypotheses about the origin of the
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adopted features as Austronesian or Papuan, and the direction of transfer; this is information
which is valuable in the study of the population history of the region.

However, it must be stressed that the amount of linguistic information for this immense
area is still extremely limited, and the set of languages that can be compared constitute
a convenience sample, not a geographically representative one. Any macro-level contact
scenarios we propose must therefore remain hypothetical, and often we only have evidence
for diffusion through (pre-historic) substrate contact between Austronesian and Papuan in a
particular region. This can mean three things: (i) Papuan speakers shifted to an Austronesian
language and introduced Papuan traits into it. This presumably happened in the languages
of Halmahera such as Taba (Bowden 2001); (ii) Austronesian speakers shifted to a Papuan
language and introduced Austronesian traits into it. This is what must have happened in
Fataluku in East Timor (McWilliam 2007); and (iii) there has been a diffusion of features,
but we do not know in which direction the transfer took place. Note that the absence of any
evidence for diffusion in certain areas (e.g. Sumba) is equally interesting as it suggests a
different population history.

In sum, description and documentation efforts in eastern Indonesia are having an impact
at the macro-level in the sense that, with the newly available data, more detailed genealogi-
cal groupings and typological characterizations of both Austronesian and Papuan language
systems can be designed. And these typological ‘fingerprints’ can be used to compare lan-
guages for the presence of features that might have crossed family borders. As far as such
features signal contact between members of the two families, they constitute evidence that
in certain zones of Indonesia, speakers of Austronesian and Papuan languages have been in
contact with each other, even if we see no such contacts today, while in other areas no traces
of such contacts exist.

4. IMPACT AT THE LEVEL OF LANGUAGE COMMUNITY. In addition to the larger-
scale comparisons discussed in the previous section, the last ten years have seen some re-
gions within eastern Indonesia being studied with more granularity. One such region is the
Alor Pantar archipelago, just north of Timor. The Alor Pantar islands are home to some
twenty closely related Papuan languages (Holton et al. 2012), see Figure 2.

Six of these languages have now been studied in depth, and we also have extensive lexical
and syntactic survey data that is representative for the whole group. One language is an
exceptional case: It is spoken on the coasts of Pantar and Alor and is locally referred to as
Bahasa Alor ‘Alorese’. Alorese has less than 5% lexical similarity to its Papuan neighbors,
and its lexicon and morphology clearly show it belongs to the Austronesian family. The
Alorese are considered ‘non-indigenous’ in contrast to the mountain populations of Alor
and Pantar (Anonymous 1914: 75–78). The fact that they only inhabit coastal areas (see
Figure 2) indeed suggests a sea-faring past.

What is the origin of this coastal Austronesian group that is surrounded by Papuan speak-
ers? When did they arrive? To investigate this, I compared Alorese with a language assumed
to be its closest genealogical relative, Lamaholot. Lamaholot is spoken in a number of di-
alectal varieties on the islands of Flores, Solor, Adonara, and Lembata, located some 200
km east of Pantar Island, see Figure 3.

For the comparison I used the following types of data: Survey word lists and recent
grammar sketches on Lamaholot and Alorese that contain information on derivational and
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FIGURE 2: Languages on Pantar and Alor

FIGURE 3: Lamaholot, Alorese, and Papuan languages surrounding Alorese

inflectional morphology and syntax (Nishiyama & Kelen 2007, Klamer 2011), published in-
formation on proto-Austronesian and proto-Malayo-Polynesian morpheme reconstructions
(Blust 2009), historical and ethnographic sources (Anonymous 1914, Lemoine 1969, Barnes
1973: 86, Barnes 2001: 280, Rodemeier 2006), and personal communications about Alorese
oral history (for details see Klamer 2011, Klamer, forthcoming).

I found that Lamaholot and Alorese have around 60% lexical similarity (Klamer 2011:
Appendix), which suggests that they are closely related but separate languages, comparable
to German and English, which are also 60% lexically similar. The most striking contrast be-
tween Lamaholot and Alorese is their morphological profile: While Lamaholot has a signif-
icant amount of derivational and inflectional morphology, Alorese is completely isolating,
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as illustrated in Table 1. Comparing the Lamaholot derivational morphemes with forms re-
constructed for Proto-Austronesian (PAN) or Proto-Malayo-Polynesian (PMP) (a subgroup
of Austronesian) clearly shows they are Austronesian.

DERIVATIONAL MORPHOLOGY LAMAHOLOT ALORESE

Consonant replacement, e.g. pet ‘bind’ > met ‘belt’
< PAN *ma ‘stative’

yes no

Prefix b@(C)-, e.g. rawuk ‘hair’ > b@-rawuk ‘have hair’
< PMP *maR- ‘intransitive verb’

yes no

Prefix p@-, e.g. tua ‘palm wine’ > p@-tuak ‘taste like
palm wine’ < PMP *pa-ka- ‘treat like X’; tutu’ ‘speak’,
p@-nutu’ < PMP *paR ‘deverbal noun’

yes no

Prefix k@-, e.g. pasa ‘swear’ > k@-pasa ‘oath’
< PMP *ka- ‘formative for abstract nouns’

yes no

Infix -@n-, e.g. tali ‘add’ > t-@n-ali ‘added thing?’
< PAN *-um- ‘Actor voice’

yes no

Prefix m@n-, e.g. ba’at ‘heavy’ > m@n-a’at ‘something
heavy’ < PAN *ma ‘stative’

yes no

INFLECTIONAL MORPHOLOGY

Possessor suffix yes no
Prefix encoding subjects on vowel-initial transitive verbs yes a few

fossilized
Suffix encoding subjects of intransitive verbs yes no
Agreement on adjectives yes no
Agreement on numerals yes no

TABLE 1: Derivational and inflectional morphology in Lamaholot and Alorese1

The contrasts in the inflectional morphology of Lamaholot and Alorese are illustrated for
possessor encoding in examples (1) and the encoding of transitive subjects in examples (2).

(1) Possessor suffix present in Lamaholot (LMH), absent in Alorese (ALR)2

a. LMH (Nishiyama & Kelen 2007: 24)
lango-n@n
house-3SG
‘his house’

b. ALR (Klamer 2011: 52)
ni
3SG

uma
house

‘his house’

1 Lamaholot data from Nishiyama & Kelen 2007: 48–54; PAN and PMP data from Blust 2009: 359, 363–366,
370.
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(2) Subject prefix on transitive verb in Lamaholot (LMH), absent in Alorese (ALR)
a. LMH (Nishiyama & Kelen 2007: 124)

Go
1SG

k-a’an
1SG-make

tembok
wall

pe’en
the

me’an
red

‘I made the wall red.’
b. ALR (Kmalner n.d., AAS: 021)

Go
1SG

lelang
make

tale
rope

te
that

gato
snap

‘I snapped that rope.’

The data in Table 1 illustrate that Austronesian morphology is abundant in Lamaholot
and virtually absent in Alorese. Both languages are closely related – they descend from a
common ancestor language, which we may refer to as ‘proto-Lamaholot-Alorese’. As mor-
phemes are more easily lost over time than they are gained, I propose that Proto-Lamaholot-
Alorese had at least the amount of morphology of today’s Lamaholot. When Alorese and
Lamaholot split, Lamaholot kept reflexes of much of the proto-morphology, while almost
all of it was lost in Alorese.

Given the geographical distance between the Lamaholot and Alorese settlements (see Fig-
ure 3), the split must have occurred when speakers emigrated from the Lamaholot homeland
on Flores, Solor, and Lembata, to settle on Pantar and Alor some 200 kilometers further east.
This migration occurred before or around ~1,400 AD. This date ante quem is based on local
legends, which contain reference to a ‘colony of Javanese’ or orang djawa settled on the
north coast of Pantar ‘5 to 600 years ago’ [in 1914] (Anonymous 1914: 77). Note that in
regional Malay (used by Anonymous to record the legends) the notion orang djawa does
not necessarily denote people from Java but probably refers to immigrants from elsewhere
in the archipelago.3 In other words, the coastal settlers mentioned in the legends which are
referred to as ‘Javanese’ may be considered ‘foreigners’. This ties in with observations that
no linguistic or cultural links exist between Lamaholot and Javanese, while today’s Alorese
and Lamaholot are very close on both counts. In sum, I propose that the orang djawa in
these old legends were in fact Lamaholot speakers from Flores, Solor, or Lembata.

The following is additional supporting evidence. The legend referred to by Anony-
mous (1914) is the first of two legends also reported in Lemoine (1969), Barnes (1973: 86,
2001: 280), and Rodemeier (2006). The first legend recounts that two ‘Javanese’ brothers,
Aki Ai and his younger brother Mojopahit, sailed to Pantar, where Aki Ai treacherously
abandoned Mojopahit. Mojopahit’s descendants eventually established four kingdoms on
the coasts of Pantar and Alor, called Baranusa, Pandai, Munaseli, and Alor Besar. The
second legend recounts that ‘Javanese’ immigrants who were allied to one of the Pantar
kings destroyed one of the other kingdoms, after which the defeated population fled to Alor
Island. It thus seems clear that four foreign kingdoms were in place around 1,300 AD in
northern Pantar; that they were established by non-indigenous colonizers who came from
the west; and that the same groups colonized the Alor coast (see Rodemeier 2006 for more

2 Abbreviations: 1, 3 – 1st, 3rd person; SG – singular
3 Cf. footnote 1 in Anonymous (1914: 89): ‘on these islands, “orang djawa” is interpreted as everything (“alles”)

which comes from elsewhere in the archipelago’; compare Kambera (Sumba) tau Jawa (lit. ‘Javanese’)
‘stranger, someone not from Sumba’ (Onvlee 1984: 115).
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discussion). It is then interesting to observe that today, the location names Baranusa, Alor
Besar, Pandai, and Munaseli are still known, and that these are the places where speakers of
Alorese live.4 In sum, I propose that the legendary ‘Javanese’ who settled on Pantar some
700 years ago were in fact the ancestors of today’s Alorese speakers.

Having established that Alorese is a relative newcomer on Pantar Island, and seeing that
it is surrounded by Papuan neighbors, we can investigate the amount of contact that existed
between the Alorese and their neighbors by examining the features they borrowed from
Papuan. Data from recent research now make it possible to compare the lexicon and syntax
of Alorese with five of its Papuan neighbor languages: Teiwa, Blagar, Kaera, Sar, Western
Pantar, and Adang, see Figure 2.

The somewhat surprising outcome of this comparison is that very few Papuan words
(less than ~5% of the basic Alorese lexicon, from 5 different Papuan languages) were bor-
rowed into Alorese, and also very little Papuan syntax was borrowed. The local Papuan
languages have had minimal influence on Alorese, which suggests that contact between
Alorese and Papuan speakers cannot have been very intensive or long-term. Note that the
fact that Alorese and Papuan speakers are currently in contact is irrelevant as Indonesian is
the lingua franca on the islands.

The limited amount of lexical and syntactic borrowing from Papuan into Alorese does not
connect straightforwardly with the observation that Alorese lost all the morphology of its
ancestor language. Inflectional and derivational morphology is known to be seriously prob-
lematic for post-adolescent second language learners who have passed the ‘critical thresh-
old’ (Lenneberg 1967) for language acquisition (Kusters 2003: 21, 48). In other words,
when morphology gets lost, that usually involves a stage where the language is learned as
a second language by post-adolescent speakers. There is, as of yet, no evidence of Papuan
speaker groups shifting en masse to Alorese. There is however reason to believe (see Klamer
2011, forthcoming) that Alorese men married women from various neighboring Papuan
clans, thus bringing adult speakers of different Papuan languages into the Alorese commu-
nity. These individuals acquired a simplified Alorese variety, which became nativized and
was passed down the generations. The question remains why these Papuan speakers did
not introduce more of their Papuan syntax and lexicon into their Alorese, or if they did,
why their children did not acquire it. Was there community pressure to speak Alorese in
its lexically and syntactically ‘original’ form, while the morphology was lost for other rea-
sons? Additional research on social positions and language attitudes of speakers in Alorese
communities may help to shed light on this puzzle.

5. SUMMARY. The past twenty years have seen a variety of data being collected from
largely undocumented languages in eastern Indonesia, a hitherto almost unknown area
where Austronesian and Papuan languages meet. Such data have an impact on higher level
groupings of languages into families and on the typological characterizations of Austrone-
sian and Papuan languages. Typological ‘fingerprints’ of genealogical groups are used to
compare individual languages for the presence of features that might have crossed the bor-
der of the family they belong to. Cross-cutting features like these indicate where speakers

4 Cape Muna in north Pantar is still considered the location of the mythical kingdom Munaseli. The language
spoken there is referred to as ‘Muna’ or Kadire Senaing ‘speech we understand’ (Rodemeier 2006: 49), and it
is clearly an Alorese dialect.
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of Austronesian and Papuan languages have been in contact with each other, even if no such
contact exists today. This information is useful in the study of the macro-level linguistic
ecology of the area.

In addition, certain regions within eastern Indonesia have been the focus of more fine-
grained research. For example, a significant body of data on individual languages on Pantar
and Alor is now available, and when this is combined with oral histories and ethnographic
observations, we can reconstruct histories of specific speaker groups on a micro-level. In
the case discussed here, we proposed that speakers of Alorese, the only Austronesian lan-
guage spoken on Pantar and Alor, are relative newcomers to the islands. They arrived on
Pantar some 700 years ago from a homeland that is different from the one recounted in their
legends. Since then, Alorese has lost all of its morphology, but there are no linguistic traces
of intensive contact between Alorese and Papuan speakers.
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This paper outlines potentials of documentary linguistics for typological research in
referential hierarchies. Specifically, I will demonstrate how the analysis of original text
data from the Oceanic language Vera’a enhances knowledge about referential hierarchy
effects in the domains of number marking and morphosyntactic properties of objects.
With this language-specific research as a background, I will outline ways in which
original text data from language documentation projects can be used in cross-corpus
investigations of aspects of referential hierarchies across languages.

1. INTRODUCTION. This paper1 outlines potentials of language documentation for ty-
pological research in referential hierarchies. After a brief summary of typological grammar-
based research in referential hierarchies in Section 2, I will show in Section 3 that certain
patterns of number marking and object realization in the Oceanic language Vera’a emerge
only through the investigation of original, culture-specific text data. Section 4 outlines how
this type of corpus-based research may supplement the established typological approach.

2. TRADITIONAL RESEARCH ON REFERENTIAL HIERARCHIES IN LINGUISTIC TY-
POLOGY. Traditional typological research in referential hierarchies has focused on the
comparison of languages in terms of the structural variation or restrictions within a specific
type of construction. Two classic examples are number marking in referential expressions
(Smith-Stark 1974) and the differential realization of arguments in the clause, most notably
differential case marking of objects (Bossong 1985). In both construction types, a split is
observed between a positive and a negative value for the formal variable in question (pres-
ence vs. absence of number marking / case marking, respectively). Positive and negative
values are associated with elements in different areas on the Referential Hierarchy (i.e. Sil-
verstein’s hierarchy; cf. Silverstein 1976), and the construction split is thus mapped onto
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a (cluster of) functional domain(s) comprising person, referentiality (which roughly corre-
sponds to “activation” or “accessibility” (cf. Lambrecht 1994)), and animacy. Figure 1 is a
reproduction of this hierarchy rendering the well-known patterns of restricted plural mark-
ing in five different languages for different types of referential expression (cf. Croft 2003:
130/134), and it shows two types of distributions that are unattested and indeed precluded.
The Referential Hierarchy thus represents a model of possible and impossible linguistic
structures or languages (cf. Croft 2003). In analogy, patterns of differential object marking
can be mapped onto the Referential Hierarchy; however, additional notions like number
distinctions and definiteness have been shown to be relevant here.
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FIGURE 1: Distribution of number distinctions on Extended Animacy Hierarchy after
Croft (2003: 134)

Crucially, the data bases for this kind of typological work comprise grammatical descrip-
tions or specific studies dedicated to the phenomenon in questions. The latter are often based
on focused elicitations of typologically relevant information. The information obtained in
this way are interpretations and – to some degree – abstractions of linguistic structures.

Different types of morphosyntactic constructions in individual languages are associated
with fixed, rather small feature sets in order to enhance clear distributional descriptions and
generalizations. For marking of plurality, only one pair of (usually binary) formal features
of a particular element may be considered, i.e. presence vs. absence of plural-marking affix.
The values for this variable can then be associated with areas on the Referential Hierarchy
(cf. WALS Feature #33A, Dryer 2011). Of course, more complex systems may be considered
in this way, for instance number systems with more than two values or differential case
marking in a P as well as an A function, possibly with more than two possible values (cf.
Bickel & Witzlack-Makarevich 2008).

Two problems with this approach remain unresolved in this line of research and can
probably only be tackled by use of corpus data: 1. The general neglect of language-internal
variation; 2. Treatment of epiphenomenal associations of construction splits with the Ref-
erential Hierarchy as connected to factors of discourse structure (cf. Simpson, this volume).
Text data has, however, rarely been used for this kind of research (cf. Wälchli 2006), and
the purpose of the following sections is to outline how such data can supplement our under-
standing of animacy and referentiality facts as observable cross-linguistically.
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3. INVESTIGATING REFERENTIAL HIERARCHIES IN VERA’A. The Oceanic lan-
guage Vera’a was documented in a DoBeS project, and the text corpus provided in this
documentation served as the main, and almost sole, database for a study in animacy and
referentiality effects on the morphosyntax of the language (Schnell 2010)2. I will briefly
summarize the findings concerning number marking of referential expressions and the dif-
ferential treatment of P arguments.

3.1. NUMBER MARKING. Possible number distinctions and the means of number
marking in Vera’a depend on the type of referential expression and their animacy prop-
erties. Pronouns – which most often have human referents (94.9% of pronominal S, A,
and P arguments; Schnell cf. 2011b) – show an obligatory 4-way SG-PL-DU-TL/PAUC dis-
tinction. Common nouns designating kin relations show an obligatory 3-way SG-PL-DU
distinction. Other human nouns designating age- and sex-defined subclasses of humans
obligatorily distinguish singular vs. non-singular number and can optionally be marked for
dual. With the exception of nouns designating natural forces, all other nouns optionally
distinguish singular and plural.

DISTINCTIONS MARKING DEVICE

Pronouns SG-PL-DU-TL/PAUC
obligatory

inflection as in Table 2

Kin terms SG-PL-DU
obligatory

+ reduplication
pers. DU/PL

‘man’, ‘woman’, ‘child’, . . .
(+hum referent)

SG-NSG oblig; opt. DU + reduplication
pers. DU/PL

‘human being’, spirits,
animals, inanimate Ns

opt. SG-PL +/-reduplication
PL particle

forces (‘hurricane’, ‘sun’,
‘fire’)

– –

TABLE 1: Number distinctions and means of marking with different types of nouns in
Vera’a

Means of number marking also correlate with referential form and animacy: Personal
pronouns are inflected for person and number as shown in Table 2. Kin terms and nouns
designating age- and sex-defined subclasses of humans are reduplicated and form a personal
NP with raga ‘people (PL)’ or ruwa ‘two people (DU)’ as head noun, as in (1)3. All other

2 Corpus of the Vera’a language compiled by the author is available at http://corpus1.mpi.nl/ds/imdi_browser/?
openpath=MPI649371%23
Another text corpus of Vera’a compiled by Alexandre François can be found at http://lacito.vjf.cnrs.fr/archivage/
languages/Vera_a_en.htm

3 Abbreviations: 1, 2, 3 – 1st, 2nd, 3rd person; A – agent-like argument of canonical transitive verb; ART –
article; CS – construct suffix; DEM – demonstrative; DISC – discourse particle; DU – dual; INCL – inclusive;
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nouns (except for those designating forces) are preceded by the pluralizing particle ‘erē
where non-singular number is to be made explicit, as in (2). Example (2) also demonstrates
the optionality of plural marking with the noun ‘an̄sara ‘person, human being’ and other
common nouns (cf. Table 1).

SINGULAR DUAL TRIAL / PAUCAL PLURAL

1 INCL – gidu(ō) gidō’ōl gidē
1 EXCL no kamadu(ō) kamam’ōl kamam
2 nik(ē) kumru(ō) kimi’ōl kimi
3 di(ē) duru(ō) dir’ōl dir(ē)

TABLE 2: Vera’a free personal pronouns

(1) [1.PALA.009]
e
ART

ruwa
two.people

re-ren̄e
RED-woman

anē
DEM

duru
3DU

=m
=TAM

da’ō
care.for

duruō
3DU

‘The two girls, they (DU) [the parents] looked after them [the girls].’

(2) [HHAK.002]
di
3SG

ga
TAM

kurkur
RED:devour

ēn
ART

‘erē
PL

‘an̄sara
person

di
3SG

ga
TAM

kur
devour

ēn
ART

‘an̄sara
person

deln̄e
around

=n
=ART

Vunu Lava
place.name

‘He ate the people, he ate the people around Vanua Lava.’

Referentiality and animacy are both relevant for the variable expression of number, with
(almost always human) pronouns making all available distinctions, followed by kin terms
and other human nouns. Lesser number distinctions are made with non-human and inani-
mate nouns. With high-ranking common nouns, more complex means of number marking
are employed, and these are obligatory; number marking of lower-ranking expressions is
less complex and optional. Furthermore, preliminary observations suggest that the occur-
rence of the optional pluralizing particle ‘erē depends on certain referential properties of
the noun quantified and seems to be more likely with human nouns than with other animate
or inanimate ones. Crucially, the likelihood of ‘erē occurring with different nouns under
different contextual conditions could hardly be determined on the basis of elicitations or
isolated examples, but instead requires quantitative investigations of text data.

INTERJ – interjection; LIG – ligature; LOC – locative; P – patient-like argument of canonical transitive verb;PAUC
– paucal; PL – plural; POSS.FOOD – classifier food possession; POSS.VES – classifier vessel possession; RED –
reduplication; S – single argument of canonical intransitive verb, SG – singular; TAM – tense aspect mood; TL –
trial
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3.2. P ARGUMENTS. The realization of P arguments is another area of Vera’a mor-
phosyntax where referential hierarchies are relevant. A more comprehensive treatment of
P realization is provided in (Schnell 2011a: 34 ff.) and Schnell (Forthcoming), and I will
confine myself here to non-lexical topical P arguments. Such topical P arguments are either
realized as pronouns within the verb complex (‘Pro’), or left implicit (‘zero’). The former
choice is largely restricted to human, while the latter is preferred with non-human discourse
participants, as shown in examples (3) and (4):

(3) Pronominal P argument, human referent (in 4c) [JJQ.120–123]
a. ’ō

INTERJ
ko-n
POSS.VES-CS

e
ART

iQo
Qo

=m
=TAM

sal
float

[. . . ]

b. ei
INTERJ

’aluwō
tomorrow

kdē
1PL.INCL

=k
=TAM

da
do

mē
DAT

idiē
3SG

c. kdē
1PL.INCL

=k
=TAM

van
go

’ō
carry

idi
3SG

m̄e
DAT

=n
=ART

sisidin̄
bird.catching

‘Oh, Qo’s canoe is floating. [. . . ] Hey, tomorrow we will do [the following] to
him: we will go with him catching birds.’

(4) Zero P argument, inanimate referent [ISAM.005–006]
a. i[dir]A

3PL
=ēk
=TAM

bigbig
RED:eat

j[ēn
ART

gorē
POSS.food-3PL

=n
=ART

vovon̄odo]P

RED:fish

b. i[dir]A

3PL
=ēk
=TAM

mul
go

’ō
carry

kaljØP

up
lē
LOC

=n
=ART

vono-re
home-3PL

c. i[dir]A

3PL
=ēk
=TAM

big
eat

jØP

‘Then they eat their catch, the take (it) up [the shore] to their village and have
(it).’

The correlation between referential form and animacy features of P arguments is, how-
ever, merely a soft constraint which is reflected in a strong tendency and may be violated
to some degree. Table 3 gives the combined scores of these correlations for three narrative
texts (Texts IDs: ISAM, JJQ, PALA)4. Hence, contrary to the general tendency, human Ps
may occur as zeros (cf. (5)) and non-human Ps as pronouns (cf. (6))5:

(5) Zero P argument, human referent [JJQ.200]
dir
3PL

=m
=TAM

bol
steal

ēn
ART

gunu-m
spouse-2SG

dir
3PL

man
TAM

row
flee

’ō’
carry

‘They stole your wife and fled with (her).’

4 Recorded texts with annotation in ELAN are available in the Vera’a language corpus (under narrative texts) at
http://corpus1.mpi.nl/ds/imdi_browser/?openpath=MPI649371%23

5 Bold face font marks those constituents that are analyzed as VC-internal constituents.
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(6) Pronominal P argument, inanimate referent [JJQ.165]
dir
3PL

=m
=TAM

var
stump

ēn
ART

’ekē
place

anē
DEM

dir
3PL

=k
=TAM

var
stump

diē
3SG

di
3SG

ne
TAM

ōn
lie

’abilin
askew

‘They stumped this place, and as they stumped it, it lay askew.’

PRO % OF PRO ZERO % OF ZERO TOTALS % OF

+hum 67 97.1% 6 9.5% 73 28.9%
% OF +HUM 94.5% 5.5% 100.00%
-HUM 2 2.9% 57 90.5% 59 71.1%
% OF -HUM 3.4% 96.6% 100.00%
TOTALS 69 100.00% 63 100.00% 132 100.00%

TABLE 3: Humanness and referential form of topical P arguments in Vera’a6

The observation that human P arguments are preferably granted pronominal realization
while non-human participants are left implicit can only be verified once a sufficiently large
amount of text data is investigated. Isolated examples alone, like the ones cited above,
would only be suggestive but never decisive (cf. Stoll & Bickel, this volume, for a nu-
anced statistical treatment of variation in referentiality in Chintang). A further point worth
mentioning here is the preliminary observation that this pattern looks slightly different in
non-narrative texts where non-human participants with a P function appear to be more read-
ily pronominalized. Hence, the pattern observed for narrative texts may well be an artifact
of this particular text type, and ‘discourse topicality’ may be the real issue. Future investi-
gation of these text data will show whether this observation is borne out.

4. CROSS-CORPUS RESEARCH IN REFERENTIAL HIERARCHIES – THE GRAID
INITIATIVE. Given that investigations of original text data in individual languages may
contribute enormously to our understanding of referentiality and animacy, the investigation
of such text data across languages seems to be the most obvious and most urgent thing
to do; all the more as large-scale language documentation projects around the world have
produced unprecedentedly large amounts of original text data that are easily accessible for
linguists.

There appear to be two main obstacles preventing linguists from directly comparing orig-
inal texts across languages in order to scrutinize the effects of animacy and referentiality
across languages (cf. Wälchli 2006: 1). The need for annotating corpora for the relevant
features and the enormous workload involved therein (cf. Schultze-Berndt 2006: 2). The
need for text data to be minimally comparable. In order to overcome the problem of com-
parability, researchers have used either parallel texts, i.e. translational equivalents like the
Declaration of Human Rights or (parts of) the Bible (Wälchli 2009, cf. Cysouw & Wälchli

6 Spreadsheets containing the scores cited here available at http://vc.uni-bamberg.de/moodle/course/view.php?
id=9488
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2007 for an overview of available parallel texts), or ‘content-equivalent’ texts elicited with
the help of stimuli like the Pear Film (Chafe 1980) or the Frog Story picture book (Mayer
1994[1969]). As for parallel texts, although these have been proven a useful database in
research within, for instance, lexical typology (cf. Wälchli 2009, 2006), they may not be
suitable for research on referentiality and animacy. This is at least suggested by obser-
vations from Bible translations: As (Mosel & Hovdhaugen 1992: 10f.) show, ‘Biblical’
Samoan texts differ from texts of indigenous registers in that the former show an unnatu-
rally high proportion of pronominal reference, while the latter prefer zero anaphora. Pear
Stories have been shown to be a suitable database for research in referential density (Bickel
2003, Stoll & Bickel 2009). Frog Stories, on the other hand, have been shown to feature
an unnaturally high referential density and do not seem to be amenable for cross-corpus
research in referential hierarchies (Foley 2003).

Despite the obvious advantages of and need for controlled data, the comprehensive text
corpora compiled in language documentation projects comprise data of the highest quality
in terms of authenticity and cultural embeddedness. The GRAID initiative (Haig & Schnell
2011, Haig et al. 2011) touches on this potential by applying a cross-linguistically applica-
ble and easily practicable set of glossing conventions to texts from language documentation
projects. GRAID glosses register the referential form, animacy features, and grammatical
function of (mainly core) arguments. Hence, once texts are coded in this way, questions
like the one concerning the pronominality of P arguments can be tackle d in an immediate
and detailed manner, yielding exact figures about correlations between animacy, referential
form, and syntactic function. In this way, texts from different languages can be analyzed
quantitatively and – at least to some extent – compared in terms of referentiality and an-
imacy. Haig et al. (2011) demonstrate that the original text data they use for their study
of pronominal reference shows a surprisingly high degree of uniformity, suggesting that
the lack of control for content may actually be of lesser relevance than would be expected.
Thus, while Cysouw & Wälchli (2007: 98) state that traditional typology is fruitfully sup-
plemented by parallel-text typology, the study of original texts in linguistic typology may
likewise be a worthwhile enterprise (cf. Wälchli 2006). The GRAID initiative opens up
such opportunities in the area of referential hierarchy research.
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Silverstein (1976)’s hierarchy of features and ergativity (Referential Hierarchy) was
proposed to capture apparent systematic variation with respect to word-class (pronouns
versus nouns) in the expression of the grammatical functions Subject and Object and
the semantic roles Agent and Undergoer linked to these functions. An assumption of
the original hierarchy was obligatoriness of marking, rather than optionality (i.e. choice
of marker or its absence). Optionality is often associated with a semantic/pragmatic
force additional to straight expression of grammatical function. This additional meaning
may determine reanalysis and subsequent change in the morphosyntactic expression
of Subject/Object/Agent/Undergoer. Along the way, apparent counter-examples to the
Referential Hierarchy may be created. To understand the counter-examples, and test
the descriptive adequacy of the Referential Hierarchy, better language documentation is
needed.

1. INTRODUCTION1 . In the 1970s Michael Silverstein made a proposal about the lin-
guistic means of expressing arguments and the accessibility of arguments for other pro-
cesses. This was the hierarchy of features and ergativity (later called the Referential Hierar-
chy) (Silverstein 1976). It engendered considerable typological work as linguists sought to
test the claims cross-linguistically, both within languages which they were researching and
across languages. Grammars were the main source of publicly available data on many lan-
guages, although a few authors, especially those influenced by Franz Boas’s approach (cf.
Voegelin & Hymes 1953), also published text collections and dictionaries. The language
data was primarily available as transcribed texts without accompanying audio and had to
be searched by hand rather than digitally. Thus testability of the predictions of the hierar-
chies was limited to what could be found by hand in the available data. Modern language
documentation has expanded the number of languages that can be searched, as well as the
range of language documentation (more texts and dictionaries and linked multimedia) and
the ways in which language documentation can be searched (different search possibilities
along with greater reliability).

1 I thank for their comments the participants in the workshop on Potentials of Language Documentation (Novem-
ber 3–4, 2011), Max Planck Institute for Evolutionary Anthropology, Leipzig, Frank Seifart and Geoffrey Haig,
and an anonymous referee.
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In this paper, I illustrate the need for electronically searchable text corpora linked to
sound with respect to understanding how changes in the case-marking of pronouns in the
Australian language Arrernte could create a counter-example to the Referential Hierarchy.

2. BACKGROUND: THE REFERENTIAL HIERARCHY. Silverstein (1976)’s hierar-
chy of features and ergativity (Referential Hierarchy) was proposed to capture apparent
systematic variation in the morphosyntactic expression of the grammatical functions Sub-
ject and Object and the linked semantic roles Agent and Patient with respect to word-class
(pronouns versus nouns).

1/2 pron > 3 pron > proper N > human N > animate N > other

Agent Subject Undergoer Object 2

It was intended to capture two aspects of the linguistic expression of Subject and Object
arguments relating to case and verb agreement respectively. On Case, Silverstein proposed
that the higher an element is on the hierarchy, the less likely it is to have Ergative case if it
is acting as an Agent Subject, and conversely that the lower an element is on the hierarchy,
the less likely it is to have Accusative case if it is acting as an Undergoer Object. In terms
of verb agreement, Silverstein proposed that the lower an element is on the hierarchy, the
more likely there is to be special verb agreement such as inverse marking if it is acting as an
Agent Subject and if the Undergoer Object is higher on the hierarchy. Thus it is less marked
for first person to act on third person than vice versa, and the more marked situation may be
expressed by use of special inversion markers or reversal of agreement marker order.

Silverstein observed that the Australian language, Arrernte was a counter-example to his
proposal that first person would be less likely to be marked Ergative than second or third
person. Table 1 gives the modern Arrernte pronouns, showing that nouns and first person
singular follow an Ergative-Absolutive pattern, while plural pronouns and second and third
person singular pronouns follow a Nominative-Accusative pattern. The odd behavior of first
person singular pronouns is striking.

Since the Referential Hierarchy reflects strong statistical tendencies, a counter-example
such as this needs discussion. One type of explanation lies in their historical origins – what
were the pressures in the system that allowed them to emerge?

At some time there must have been a bridging context, that is, where two variants
of a form arose in slightly different meaning contexts (semantic or pragmatic) to ex-
press the same idea (or part of the same idea) in different meaning-contexts. One form-
variant+meaning pair followed the hierarchy in expressing grammatical relationships; the
other was used in a context where the grammatical relations were downplayed (e.g. a case
form was used to express a non-case grammatical concept, such as emphasis). At a later
stage, the form-variant+meaning pair that expressed the grammatical relation stopped being

2 Abbreviations and conventions: 1, 2, 3 – 1st, 2nd, 3rd person; A – Subject of transitive verb; ABS – Absolutive;
ACC – Accusative; ALY – Alyawarr; ARR – Arrernte; C – underspecified consonant; CV – sequence of consonant
and vowel; ERG – Ergative; IS – Subject of intransitive verb; N – noun; NOM – Nominative; NPST – non-past
tense; O – Object; PST – Past Tense; PREA – pre-Arandic; PRS –present tense; PRON – pronoun; S – Subject; SG
– singular; V – verb, underspecified vowel; ‘-’ – clear morpheme boundary; ‘=’ – clitic boundary; ‘.’ – frozen
morpheme boundary; ‘*’ – reconstructed form.
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ARRERNTE AGENT SUBJECT INTRANSITIVE UNDERGOER
V SUBJECT OBJECT

1 SG (a)the ayenge ayenge
2 SG unte, nge unte, nge nge-nhe
3 SG re re re-nhe
Plural Pronouns A/IS A/IS Onhe
Nouns Ergative affix unmarked unmarked

(Absolutive) (Absolutive)

TABLE 1: Modern Arrernte singular pronouns

used, leaving the other form-variant+meaning pair either on its own, or to expand to cover
both contexts. This then created a violation of the hierarchy.

In order to see how statistically unlikely systems arise, we need to be able to observe the
variation at an earlier stage of the language, or, failing that, in a genetically and typologically
similar language. The main sources for such observations are grammars and text corpora.

Grammar writers, especially those writing grammars of small languages of which they
are not native speakers, naturally focus on the statistically most prevalent forms, and not
on variants. As well, the descriptive capability of grammar-writers increases as we learn
more about the expressive capabilities of languages. Topics such as information structure
are treated in much more detail in modern grammars than in grammars even of the 1980s.
So, the grammarian may not have made the needed observations of variation. Therefore,
it is essential to have large balanced text corpora in order to observe the variation, so as to
determine what the bridging contexts are.

3. BACKGROUND: INFORMATION STRUCTURE. To understand the situation that
gives rise to counter-examples to case-expression such as the Arrernte example, it is helpful
to look at counter-examples to verb agreement, the other means of expression of argument
relation that Silverstein linked to the hierarchy. These have been explored typologically
(Bickel 2008, Filimonova 2005), and in general such counter-examples seem to be more
numerous than the counter-examples to case-expression. Bickel observes that the Referen-
tial Hierarchy may work differently for case-expression and verb agreement because “these
two ways of marking arguments have a fundamentally different relationship to referential
distinctions”.

Bickel’s point is important. A hierarchy which has pronouns at one end and nouns at
the other is a hierarchy of information structure, of how the Speaker organizes information
about reference for the Hearer. Pronouns assume that the Hearer knows who is being
referred to and are likely to be used for pragmatic functions such as continuing topic: John
came in and he sat down. They may also be used for contrast: It was him that did it, not
me, but very often languages have special means for marking these (as strong pronouns
as opposed to the weak pronouns of continuing topic). Proper names are allegedly unique
identifiers, but their use also assumes that the Hearer knows in general who is being referred
to (John is a proper name, but in the sentence John came in and he sat down, it is assumed
that the Hearer knows which John is being referred to). Nouns are more likely to be used for
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new information, switch of referent for subject or object. Thus the order on the Referential
Hierarchy reflects an ordering of information structure roles from those that the Speaker
expects the Hearer to recognise, to those that that the Speaker expects to be new to the
Hearer.

‘Verb agreement’ relates to this hierarchy of information structure because in many lan-
guages ‘verb agreement’ is not just agreement with a co-present noun; it is the linguistic
means of expression for referents. Consider the following two examples from the Central
Australian language Warlpiri:

(1) Warlpiri [V agreement only]
Wangka-mi
talk-NPST

ka=rna
PRS=1S

‘I am talking.’

(2) Warlpiri [V agreement + pronoun]
Ngaju
1S

ka=rna
PRS=1S

wangka-mi
talk-NPST

‘I am talking. / It’s me that’s talking.’

The ‘agreement marker’ can express continuing topic on its own as well as agreeing
with another element. In this respect, verb agreement lines up with ‘weak’ pronouns as
opposed to ‘strong pronouns’. Therefore verb agreement may actually be an element on
the hierarchy, rather than something the choice of which expresses the hierarchy – like
case. That is, the elements of the Referential Hierarchy are actually part of the information
structure resources of a language.

The information structure resources of a language involve many linguistic means of ex-
pression other than part of speech and morphological properties as represented in the Ref-
erential Hierarchy. A Hearer’s attention may be directed to a referent via other morphemes,
e.g. clitics and demonstratives, or by word order, by prosodic means such as pauses and
intonation changes, and by non-verbal means such as gesture and eye-gaze. It follows then
that to understand putative counter-examples to the proposed typological universal of the
Referential Hierarchy, we need to know how information structure as a whole works in the
language.

Labelling information structure functions is hard to do precisely and reliably. To see what
the information flow is, and to understand why something is considered old or new infor-
mation or contrastive, we need continuous text, not just example sentences. To understand
the linguistic means of expression of information structure, we need a corpus which covers
conversational speech and dialogue talk as well as the monologues, narratives, descriptive
texts, and procedural texts that make up most of the traditional text collections accompany-
ing grammars. A corpus which contains transcriptions of text and intonation, and is linked
to audio-visual files, is essential for providing empirical support for claims about informa-
tion structure. Claims about the linguistic expression of hanging topics, contrastive topics,
afterthoughts, and emphasis need to be backed up by reference to examples from such a
corpus, and by quantifying the use of particular means of expression. Corpora produced
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before the software became available for linking audio-visual files to text usually lack the
fine-grained representations of intonation so necessary for understanding how information
structure is expressed.

So, in sum, elements of the Referential Hierarchy (parts of speech/morphological prop-
erties) are part of the means speakers have for expressing information structure. How they
operate within a language must be seen in the light of all means of structuring information
in the language. For example, intonation often provides cues to information structure, and
so audio-visual information is needed, not just transcripts.

4. ARRERNTE AS A COUNTER-EXAMPLE. With this as background, we return to the
putative counter-example from Arrernte. When finding something that at first glance seems
to run counter to a fairly well established typological universal such as the Referential Hi-
erarchy, the first step is to establish how this counter-example fits into the patterns found
in the neighboring and genetically close languages. Arrernte is a member of the Arandic
language family. Examination of the neighboring, and closely genetically related, language,
Alyawarr, reveals that it differs in having a three-way split for both first and second person
singular (Wilkins 1989). This split is reconstructed for pre-Arandic as well (Koch 2004).

AGENT INTRANSITIVE V UNDERGOER
SUBJECT SUBJECT OBJECT

1 SG ARR (a)the aye.nge aye.nge
ALY athe aye-nge aye-nhe
*PREA *ngathu *ngay(V)-nge ngay(V)-hna

2 SG ARR unte, nge unte, nge nge-nhe
ALY ntwe nge nge-nhe
*PREA *nyuntu *nyun.-nge i.nge-nhe

3 SG ARR re re re-nhe
ALY re re re-nhe
*PREA *CV.re *CV.re *CV.re-nhe3

TABLE 2: Modern Arrernte and Alyawarr compared with Koch’s reconstructions for an
earlier stage of Arandic

In Arrernte, Alyawarr, and pre-Arandic, -nhe (*-nha) represents an Accusative case-
marker. In Alyawarr and pre-Arandic there is some evidence for a morpheme -nge on
intransitive subjects, but it appears to be frozen in Arrernte.

From the point of view of the Referential Hierarchy, the pre-Arandic Ergative-Absolutive-
Accusative of the Speaker-Hearer singular pronouns and the Ergative-Absolutive of the
nominals would be not unexpected (and see Haig 2008 for a similar pattern in Vafsi). What
is unexpected is the proposed break in the hierarchy through the third person Nominative-
Accusative pattern, which retains the marked Accusative object. Since the evidence for the
absence of Ergative-marking on the pre-Arandic reconstructed pronoun is basically absence
of evidence for its presence, we leave this and focus on the changes in the modern systems.

3 CV stands for a reconstruction of an indeterminate C followed by an indeterminate V.
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In sum, the three-way pre-Arandic system for Speaker/Hearer singular pronouns has
been retained in Alyawarr but in Arrernte has moved to two different two-way systems: a
two-term Ergative-Absolutive for first person singular (creating an unmarked Object), and,
for second person singular, a three-term Nominative-Accusative system with two different
terms for the Nominative.

The change appears to have taken place in two stages. The collapse of the second person
appears to have been relatively recent (Wilkins 1989), who cites evidence from an early
recorder, R. H. Mathews:

“There are two district [sic] forms of the first person in the singular num-
ber, namely, ta and yinga. Ta is always used when connected with a transi-
tive verb. . . Yinga is employed when connected with an intransitive verb. . . In
the second person singular there are also two forms of the pronuon [sic] –
unta for use with transitive verbs, and nga with intransitive verbs.” (Mathews
1907: 325)

That is, in the late nineteenth century, when Mathews carried out work on Arrernte, both
first and second person singular had Ergative forms. So how did a three-way pre-Arandic
system change to the modern system with the discontinuity between first person singular
(ERG-ABS), other pronouns (NOM-ACC), and nouns (ERG-ABS)? There must be bridging
contexts which allow the change from one meaning to another.

5. BRIDGING CONTEXT: OPTIONAL ERGATIVE MARKING. I propose that the
likely bridging context for the second person change is optional Ergative marking. When
the hierarchy was first proposed, little attention was paid to the possible optionality of mark-
ing for case. The situations discussed were those of obligatory marking. But it has become
clear that in many Australian languages, Ergative case marking is optional (McGregor &
Verstraete 2010). Verstraete shows that in Umpithamu Ergative marking is obligatory for
inanimate transitive subjects, but optional for animate transitive subjects (as predicted by
the Referential Hierarchy), and that contrast and answers to questions are likely to favour
the use of Ergative. Thus, Ergative case-marking has several interrelated associations: in-
dicating the grammatical function of subject, indicating the semantic roles of agent, and
identifying referents that the hearer needs to be alerted to, most likely as new information.

At any time a speech community may highlight one or other of these associations. If the
grammatical function of Subject is highlighted, then Ergative may be obligatory for marking
the subject of transitive clauses. If the semantic role is highlighted, then there may be splits
in how the subjects of transitive clauses are marked (e.g. using Absolutive for the subjects of
perception verbs). If discourse function is highlighted, then subjects of transitive verbs may
have Ergative marking in certain non-prominent discourse contexts, or lack it in positions
that are otherwise discourse- prominent (because Ergative marking would be redundant).

An association between optional Ergative marker and discourse prominence is found in
the neighboring language Warlpiri (which is related to Arrernte, but not closely). In tra-
ditional Warlpiri spoken in Yuendumu, Ergative marking is optional on first and second
person singular pronouns in initial position. Elsewhere (demonstratives, nouns), Ergative
marking appears to be obligatory (Mary Laughren, p.c.).
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(3) Warlpiri4

a. Ngaju=rna
IABS=1S

paka-rnu.
hitPST

b. Paka-rnu=rna
hit-PST=1S

ngaju.lu-rlu.
I-ERG

c. Ngaju.lu-rlu=rna
I-ERG=1S

paka-rnu.
hit-PST

d. ??Paka-rnu=rna
hit-PST=1S

ngaju.
I(ABS)

‘I hit (it).’

Initial position in Warlpiri is a position where discourse prominent elements are placed
(Laughren 2002, Legate 2002, Simpson 2007). This association of lack of Ergative marking
with a discourse prominent position has several possible explanations. One is that the word
order is changing so that Subject (whether Agent or Intransitive V Subject) is becoming
fixed in initial position, and so only Subjects in non-initial position need Ergative marking
to identify their function. But this needs testing to find out what the discourse contexts
are that favor Ngaju V over Ngajulurlu V and V ngajulurlu. Unfortunately this is hard to
do. The Warlpiri corpus (which was transcribed or composed between 1959 and the early
1990s, and has been the basis for the Warlpiri Dictionary) is large by Australian standards,
containing at least 600,000 words. But it has certain gaps. There is limited meta-data on
speakers. There is as yet almost no interlinear glossing and no linking to sound. The genres
include elicitation, mythological and personal narratives, meta-linguistic discussion, and
written texts, but no natural conversation.

Recent changes in Warlpiri further support the association of position and Ergative case.
In Lajamanu, a Warlpiri community to the north of Yuendumu, a new mixed language,
Light Warlpiri, has developed, based on the interaction of Warlpiri and Kriol (O’Shannessy
2006). This language has Ergative marking, but it has become generally more optional than
in traditional Warlpiri. Using spontaneous texts, and comprehension and production tasks,
O’SShannessy has shown that Ergative marking occurs 60% or so of the times when it could
be expected on nouns in traditional Warlpiri, where it is categorical. Ergative marking is
more likely when subjects of transitive clauses appear post-verbally (the language is moving
to SVO order), and on unusual Agents (i.e. when the hierarchy is inverted, that is, when
Subjects of transitive verbs are inanimate and Objects are animate).

The fact that Ergative marking appears post-verbally fits with its optional absence in tra-
ditional Warlpiri on initial first person pronouns. There is less need to mark elements in
initial position as being discourse prominent because the initial position itself indicates dis-
course prominence. By contrast, post-verbal position is less prominent, and so a post-verbal
expression which represents an Agent is more likely to receive special marking to indicate
that it is expressing an Agent. Thus in Light Warlpiri, Ergative marking has shifted from be-
ing mostly a marker of grammatical function to being a marker of discourse prominence or
of inverted expectations (cf. Umpithamu (Verstraete 2010), where inanimates must receive
Ergative case, but animates are optionally marked with Ergative).

4 ngaju ‘Absolutive’; ngajulu-rlu ‘Ergative’, where -rlu is a common allomorph of Ergative
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The end state (=current state) of Light Warlpiri is well understood from O’Shannessy’s
description (although she notes the difficulty of operationalizing pragmatic factors such
as contrast and continuing topic for testing their relevance to the choice of Ergative case
marking in comprehension and production tests). However, the transitional states and the
reasons for change cannot be tested properly since we cannot easily find answers without
time-consuming hand-coding of the existing corpus.

Having established that, in a neighboring language, Ergative case-marking may change to
being associated with discourse prominence when this is not marked by other means, such
as word order, we return to Arrernte. Wilkins writes:

“The two forms [unte and nge], are basically equivalent in meaning, although,
of the two second singular pronouns, nge may be considered the unstressed and
less emphatic form.” (Wilkins 1989: 125)

Thus, in his view, the second singular form unte (the old Ergative) is more associated with
discourse prominence (like a strong pronoun, and like the use of Ergative in Light Warlpiri),
while the second singular form nge (the old Absolutive) is more associated with continuing
topic (like a weak pronoun).

We can posit the following sequence of changes:

• Pre-Arandic: Ergative only used to mark grammatical functions: three-way split in first
and second person with -nhe as Accusative on all singular pronouns.

• Pre-modern Arrernte [Mparntwe Arrernte 1907]

• 1/2 singular pronouns athe/unte ERG, aye.nge/nge ABS, (Mathews does not give
the forms for Object)

• Mparntwe Arrernte 1989

• 1 singular pronoun athe ERG, ayenge ABS

• 2 singular pronoun: 2 pronouns representing NOMINATIVE: unte Discourse-
prominent, nge Continuing topic

• Proposed direction:

• Pre-Arandic → pre-Modern Arrernte
Accusative form of 1st person is lost, possibly by conflation of the Accusative marker
-nhe, with the augment -nge of the form used for Subject of Intransitive verb. This
resulted in an Ergative-Absolutive system for 1st person singular (cf. Koch 2004).

• pre-Modern Arrernte → Modern Arrernte
Ergative form of 2nd person singular unte moves from marking grammatical function
to marking discourse function of emphasis. The difference between unte (Subject
of transitive verb) and nge (Subject of intransitive verb) is reanalyzed as a differ-
ence between unte as discourse prominent Subject and nge as continuing topic Sub-
ject, regardless of whether the verb is transitive or intransitive. This results in a
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Nominative-Absolutive system for 2nd person singular parallel to that of 3rd person
singular.

The explanation of the changes in second person requires finding out more about the
discourse function of Ergative-marked elements. For its time, Wilkins’ grammar is rich
in including 12 complex interlinear texts (approximately 360 clauses) covering instruction,
morality fables, mythological story, description of natural phenomena, and co-constructed
written texts. But even despite the variety of genres, it is hard to find examples. The second
person nge does not occur at all in his texts, and the second person unte only occurs twice
in an instructional text (“If you have a cold then you inhale. . . ”) and four times in polite
commands presented as reported speech in a story. This is not enough to test patterns.

6. CONCLUSION. Putative counter-examples to proposed typological universals can
often be understood in part by considering paths of grammatical change. But to understand
and analyze how languages change from one typological state to another, we need more than
just grammars, even rich ones such as Wilkins’ grammar, because they inevitably reflect the
descriptive preoccupation of the time. Information structure is an area of the language
whose importance in grammatical description only became widely accepted in the 1990s.
Grammars written before that time frequently lack a discussion of information structure;
for example, they may tell the reader how to ask a question (because that involves special
pronouns or word order or clitics) – but not how to answer it (and so they lack examples of
the clearest means of expressing new information).

We need, in addition, large corpora of texts linked to audio-visual recordings to observe
the variation and determine the bridging contexts that lead to the emergence of counter-
examples. Ideally, these would cover a wide range of genres and range of speakers, be
annotated for pragmatic factors, and would be refreshed over time.
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The frequency of linguistic phenomena is standardly measured relative to some struc-
turally defined unit (e.g. per 1,000 words or per clause). Drawing on a case study on the
acquisition of ergativity by children in Chintang, an endangered Tibeto-Burman lan-
guage of Nepal, we propose that from a psycholinguistic point of view, it is sometimes
necessary to measure frequencies relative to the length of the time windows within
which speakers and hearers use the language, rather than relative to structurally defined
units. This approach requires that corpus design control for recording length and that
transcripts be systematically linked to timestamps in the audiovisual signal.

1. INTRODUCTION. Both in historical linguistics and language acquisition research,
frequency is generally assumed to be one of the most important features influencing lan-
guage development (e.g. Bybee & Hopper 2001). One of the main assumptions of the
usage-based approach is that distributions of patterns, i.e. frequency distributions and rep-
etitions, play a key role in language change and language learning, underlying the gradual
emergence of constructions diachronically (e.g. Hopper 1988) and developmentally (e.g.
Tomasello 2003).

However, since frequency is a relational measure, any counting is meaningless unless
we have a unit over which we can reasonably assume that the relevant items are tracked
by speakers and hearers when processing language: we can count phenomena per linguis-
tic unit (words, phrases, clauses etc.), per non-linguistic context and genre, per content
unit (the choice of specific topics), or per time unit (in, say, minutes of speech or hours of
conversation). It is unclear a priori what kind of unit is most useful for a given research
question. Although the choice of counting unit has fundamental consequences on the re-
sults, this issue has received surprisingly little attention. The issue is particularly pressing,
however, when we design and compile relatively small corpora, such as corpora of spoken
and endangered languages, because the choice of counting unit predetermines the kinds of
factors one needs to consider: to what extent is it important to balance or control for content
types, recording time length, number of words, etc., and which of these is important for
what research purpose?
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In this paper we discuss some of the consequences of choosing among a variety of count-
ing units. We exemplify these issues with a study on the role of frequency in the acquisi-
tion of ergative case in Chintang (ISO639.3:ctn, Tibeto-Burman/Sino-Tibetan, Eastern
Nepal), based on a corpus that we compiled as part of a DoBeS project.1 A key advantage
of the corpus is that it is systematically linked to time stamps in the audiovisual recordings,
and this makes it possible to consider not only counting units that are defined in terms of
grammar or content but also in terms of time flow.

2. DATA. Chintang is a polysynthetic language spoken in a village in Eastern Nepal
by about 6,000 people, who are all bilingual in Nepali, the lingua franca of Nepal (e.g.
Bickel et al. 2007, 2010, Stoll et al. 2012). The language is endangered, but there is still
a substantial number of children who learn the language as their first language. Our study
is based on a longitudinal language acquisition corpus of 4 children learning Chintang (all
from different families). Two children were aged 2 years and two children aged 3 years
at the beginning of the study. The children were recorded over a period of 18 months for
about 4 hours per month, while playing in their natural environment (mostly outdoors),
with many different interlocutors around, both children and adults. A minimum of one
and a half hours of recordings per month were used for the present study. The data were
transcribed, translated, morphologically glossed, and tagged for part of speech properties
(for more information see http://www.spw.uzh.ch/clrp). Figure 1 shows the amount of data
available for the different children and recording sessions.

3. ERGATIVE MARKING IN CHINTANG. Ergative case in Chintang is distributed
along a split system conditioned by person. The ergative marker (-Na) occurs obligato-
rily only with third person noun phrases. For first and second person the marker is optional,
and for first person exclusive it is ungrammatical. Additional complications come from the
fact that arguments are very frequently dropped in Chintang discourse (Stoll et al. 2012) and
that the same case form -Na also doubles as an instrumental and an ablative marker (Bickel
et al. 2010). As a result, ergative case does not seem to have a very high cue validity in Bates
& MacWhinney’s sense, even in third person contexts. This would make the acquisition of
ergative case particularly challenging and difficult to account for.

But the question arises whether this impression of low cue validity is in fact empirically
justified. In order to examine this, we need to chart the actual distributions in the speech of
native adult speakers. In the following we analyze the adult speech surrounding our target
children in the corpus.

4. MEASURING FREQUENCY. As noted in the introduction, the key issue in exploring
frequencies is the choice of unit over which we count frequency. Usually there is more than
one option. Each option leads to very different results, but more importantly, each option

1 The data are available in the DoBeS archive, http://corpus1.mpi.nl. We use a snapshot of the corpus from Oc-
tober 2010, with a total size of ca. 280,000 words. Development of the corpus was made possible by a DoBeS
grant (PI Balthasar Bickel) and a Dilthey fellowship to Sabine Stoll, both from the Volkswagen Foundation. Our
research is embedded in the Chintang Language Research Program (http://www.spw.uzh.ch/clrp), and we are
grateful to our colleagues in the program, especially Sebastian Sauppe, Taras Zakharko, and Robert Schikowski
for help in preparation of the corpus for the present study. All corpus analyses were performed in R (R Devel-
opment Core Team 2011) and visualized using the package lattice (Sarkar 2008).
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FIGURE 1: Distribution of data in number of words.

also makes strong but implicit assumptions about language processing and memory, both
when learning a language for the first time in acquisition and when replacing one variant
with another in language change. While this is not the place to review the psychologi-
cal literature on these assumptions, we present a case study in the following that explores
the general kinds of assumptions and overall results that are tied to four specific ways of
measuring frequencies. We take as an example the acquisition of ergative case in Chintang.

4.1. RAW NUMBERS PER AGE IN MONTHS. A first relational option is the use of raw
numbers per age, e.g. per month of age. This measure is rarely chosen because it is probably
not very useful in most contexts without knowing what these numbers relate to. It obviously
makes a huge difference if we find 5 instances in a corpus of 1,000 words or in a corpus
of 10,000 words. Thus, the relational component is crucial for evaluating the numbers, and
it should be explicitly stated. This is so in the options for counting that we consider in the
following.

4.2. ERGATIVES PER WORD. Another option counts how often per word unit the erga-
tive would occur, i.e. the proportion of words with an ergative marking. This would give
us an impression of how often a child hears such a marker independently of its syntax or
semantics. Results are shown in Figure 2.

If we used this measure, ergative marking would indeed appear to be exceedingly rare,
never exceeding about .03%. However, to the extent that we would not want to assume
that children parse language completely without any semantic or structural analysis, this
measure might not be very revealing. Further, counting simply ergatives per word ignores
the fact that ergatives can only occur in certain syntactic contexts: they are limited to noun
phrases functioning as transitive agent (‘A’) arguments of transitive verbs. This brings up
another relational type of counting ergatives.
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FIGURE 2: Proportion of words with ergative marking in adult speech surrounding the
target children in the study

4.3. ERGATIVES PER TRANSITIVE VERB. Figure 3 illustrates the proportions of tran-
sitive verbs with an ergative marker per child and age. We exclude from this the occurrence
of the same marker in an instrumental or ablative function, i.e. we limit our attention to the
transitive A role.2 On this count too, ergatives seem to be rare, although with a maximum
of 11%, not as rare as when counting ergatives per word (.03%, Figure 2). At any rate, this
would still be in line with the expectations derived from purely structural considerations.

However, counting ergatives per transitive verbs begs a number of questions: why should
we choose all transitive verbs, rather than only verbs that are actually used with transitive
syntax (cf. Note 2)? If we choose all transitive verbs, should we include A arguments
across all persons, or should we limit our attention to third persons since it is only here
that ergatives are compulsory? Regardless of what answer we give, it will invariably make
the psychologically very strong assumption that the child has abstract knowledge over all
these features of grammar (such as lexical vs. syntactic transitivity, or person categories),
i.e. that the child parses the input on the basis of a fairly fine-grained distributional analysis.
It is not at all clear, however, whether such an assumption is indeed warranted. Similar
issues arise when considering the psychological bases on which speakers, regardless of
their age, engage in language change: when new forms are innovated and especially when
(as is often the case) forms are extended to new contexts, it is unclear whether and to what
extent speakers make consistent distributional assumptions about the context from which
the innovation starts.

2 Transitive verbs can also be used in detransitivized constructions, where the A argument receives nominative
case. For present purposes we gloss over these different uses and only consider the bare opportunity for ergative
case marking which is associated with every transitive verb. For further discussion see Bickel et al. (2010),
Schikowski et al. (2010).
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FIGURE 3: Proportion of transitive verbs combining with an A argument marked by
ergative case in adult speech surrounding the target children in the study

An additional difficulty in Chintang concerns the fact that agents are often named in
isolation, with the verb dropped (e.g. because it was mentioned in a previous conversational
turn). These cases are excluded when counting ergatives per verb, but ergatives in isolation
might provide key contexts that help children learn their use.

4.4. ERGATIVES PER TIME UNIT. Under this approach we consider the density in
which ergatives are offered to children (or hearers more generally). Density of occurrence
is arguably a psychologically important unit since it directly relates to well-known memory
demands on processing and learning. Figure 4 shows the counts of ergatives per hour of
speech. This includes all ergatives, regardless of their context.

In stark contrast to all previous frequency counts, counting ergatives per hour, i.e. in terms
of the density of occurrence, suggests that the number of cases that a child hears is not so
small after all. Children hear the ergative on average every two minutes (30 occurrences per
hour), sometimes even every minute. To the extent that density of occurrence is psycho-
logically relevant, this relatively high density would seem to facilitate the learning process
considerably.

5. CONCLUSIONS. The present study suggests a distinction between two types of fre-
quency measures. One measure relies on the frequency of X relative to the structural op-
portunity for X. This is the standard in corpus linguistics and also in usage-based theory.
However, the psychological relevance of this type of frequency measure is unclear because
it relies on very strong assumptions about the extent to which the ‘opportunity for X’ is
in fact known and taken into account by hearers when learning a language or when being
involved in language change.
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FIGURE 4: Proportion of ergatives per hour in adult speech surrounding the target children
in the study. (Bar width is proportional to corpus size in number of words.)

An alternative measure relies on the frequency of X within a given time window and aims
at estimating the density of occurrence of X. This measure directly relates to the demands
on memory and processing that are relevant for language learners. This measure makes
minimal assumptions about the level of analysis that a hearer uses, and at the same time, it
gives an impression of how often a hearer is confronted with the feature in question.

For such a measure to be applicable, corpora need to control not only for genres, regis-
ter, contexts, etc. (as emphasized by Lüdeling, this volume), but also for recording length.
For this to be possible, transcripts need to be systematically linked to timestamps in the
audiovisual signal.
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On the sociolinguistic typology
of linguistic complexity loss

Peter Trudgill
Agder University

The nature of the human language faculty is the same the world over, and has been so
ever since humans became human. This paper, however, considers the possibility that,
because of the influence which social structure can have on language structure, this
common faculty may produce structurally different types of language under different
sociolinguistic conditions. Changing sociolinguistic conditions in the modern world
are likely to have the consequence that, in time, the only languages remaining in the
world will be severely atypical of how languages have been throughout most of human
history.

1. SOCIOLINGUISTIC TYPOLOGY. Workers involved with language documentation
are only too well aware that a very large proportion of the world’s languages are likely to
be lost to us before very long. There is one aspect of this language loss, however, which is
not often mentioned and which makes the task of documentation and description even more
urgent. In this paper I discuss this particular aspect of language loss from the perspective of
sociolinguistic typology. By sociolinguistic typology, I mean a form of linguistic typology
which is sociolinguistically informed, asks sociolinguistic questions, and tries to supply
sociolinguistic answers. The assumption behind sociolinguistic typology is that the nature
of the human language faculty is the same the world over, and has been so ever since humans
became human. But because of the influence social structure can have on language structure,
I have long argued that this common faculty of the human mind may produce different types
of language in different places and at different moments in human history (see, for example,
Trudgill 1992).

A further assumption made in this paper is that the “equicomplexity hypothesis” has no
validity (Shosted 2006). This hypothesis – that all languages are equally complex – has for
many decades been rejected implicitly – or even explicitly (e.g. Trudgill 1983) – by soci-
olinguists, who have long accepted that language contact can produce simplification – as in
the development of creoles, and creoloids such as Afrikaans, through language contact; and
of koinés through dialect mixture. Obviously, languages are less complex after simplifica-
tion than before. And if a language can be more or less complex at different stages of its
history, then clearly some languages can be more complex than others. This point is more
explicitly tackled in a number of papers in Sampson et al. (2009).
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A sociolinguistic-typological approach to linguistic complexity (Trudgill 2011) then
leads us to ask: Why are some languages more complex than others? Are sociolinguistic
answers to this question available? And what are the socio-structural conditions necessary
for the development of linguistic complexity?

To answer this question we need first to discuss what complexity might be. My brief
answer (see further Trudgill 2011) is – and I acknowledge that there are a number of other
possible answers – that complexification consists of factors such as: increase in irregular-
ity, increase in morphological opacity, increase in syntagmatic redundancy, and increase in
morphological categories. These are all factors which make for L2 [second language] dif-
ficulty – linguistic phenomena which are difficult for post-critical-period adult learners to
acquire.

2. MATURE PHENOMENA AND SOCIETIES OF INTIMATES. According to Östen
Dahl, “there is a significant overlap between . . . those linguistic features that are most re-
calcitrant in second language learning” and “mature features” (Dahl 2004: 286). Much
L2 difficulty, that is, has to do with mature phenomena. According to Dahl, mature phe-
nomena are linguistic features which imply a lengthy period of historical development –
they “presuppose a non-trivial prehistory” (2004: 2). Dahl mentions, for example, syntactic
agreement as “belonging to the later stages of maturation processes” (2004: 197). Other ex-
amples of features which take very many generations to come into being include, amongst
others, the development of inflectional morphology and fusional languages generally; gram-
matical gender systems; and the large-scale grammatical marking of evidentiality. (On the
L2 difficulty of inflectional morphology, see Dahl 2004: 286, and Meisel 1997.)

The socio-structural conditions necessary for development of complexity will thus be
those which favor the growth of mature phenomena. And these conditions will then rather
clearly be those which produce long – generally centuries or even millennia – periods of
uninterrupted linguistic change. Note, however, that such conditions simply provide a back-
ground against which complexity can develop. They provide matrices “which permit but
do not necessarily and inexorably produce complexity. We cannot say that complexification
will inevitably occur under such conditions – languages spoken in low-contact communities
will certainly be found which demonstrate no great complexity” (Trudgill 2011: 89).

The types of interruption most likely to interfere with the development of mature phenom-
ena will be those which lead to the simplification which is brought about by certain types
of adult language learning (in certain types of sociolinguistic situation Trudgill see 2011:
Chapter 2), due to factors such as social instability and linguistic contact. We can deduce
that social factors which favor complexity thus include high social stability and low contact,
where “contact” must be specifically interpreted to mean certain forms of contact involving
post-critical-period – i.e. adult and adolescent as opposed to child-language-learning.

Linguistic complexity also develops most readily – although, once again, not inevitably –
in societies of intimates (see Trudgill 2011 for detailed argumentation; and see also Wray &
Grace 2007, Wohlgemuth 2010). According to Givón & Young (2002), hunter-gatherers be-
long to “societies of intimates” – societies “where all generic information is shared” (Givón
1979: 297); and which contrasts with “societies of strangers”, the larger and more complex
human groups which began to develop around 10,000 BC and which most of us inhabit
today. For nearly all of human history, we lived in societies characterized not only by
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stability, and low contact, but also by small size, dense social networks, and informational
homogeneity = large amounts of shared information. Examples of linguistic complexity
which linguists have specifically associated with societies of intimates include evidentials
– “complex evidential systems, in their vast majority, are confined to languages with small-
ish numbers of speakers, spoken in small, traditional societies” (Aikhenvald 2004) – and
the remarkable generationally-marked pronoun system of Onya Darat which, as described
by Tadmor (forthcoming), cannot work except in a community where everybody knows
everybody else.

I therefore suggest that the major complexity-producing social factors include: small size,
dense social networks, large amounts of shared information, high stability, and low contact.
The relevance of these societal features stems from the fact that, linguistically, complex-
ification at the morphological and morpho-syntactic levels arises as a result of linguistic
processes such as fusion, reanalysis, and refunctionalization, plus a complex of processes
leading to grammaticalization – and with an important role at many points for phonology
– which are all processes requiring considerable periods of time in order to develop undis-
turbed and go to completion.

My sociolinguistic-typological point of view is that in large, high-contact, unstable com-
munities with loose social networks, such lengthy periods are less likely to be available.
And not only are mature phenomena less likely to develop, they are also very vulnerable to
being lost through simplification if high-contact situations develop: mature phenomena “are
highly prone to being filtered out in suboptimal language acquisition” (Dahl 2004: 286).

3. THE PRESENT IS NOT LIKE THE PAST. One of the fundamental bases of modern
historical linguistics has been the uniformitarian principle (Labov 1972). Knowledge of
processes that operated in the past can be inferred by observing ongoing processes in the
present. This leads to the methodological principle of using the present to explain the past:
we cannot try to explain past changes in language by resorting to explanations that would
not work for modern linguistic systems.

But there is one very important respect in which the present is not like the past at all.
Human language came into existence perhaps something like 100,000 years ago (Corballis
1999, Dixon 1997) or even considerably earlier (Evans 2010). The earliest date for a post-
neolithic society anywhere in the world is about 5,000-6,000 years ago, in the Middle East
(Langer 1987), and later, sometimes very much later, everywhere else. This means that hu-
man languages were spoken in neolithic and pre-neolithic societies for at least 95% of their
history (cf. Wichmann forthcoming). It is therefore probable that widespread adult-only
language contact is a mainly post-neolithic and indeed a mainly modern phenomenon, asso-
ciated with the last 2,000 years, during which time the world’s human population has grown
enormously from about 200 million to 7,000 million. Given that the development of large,
fluid societies of strangers is also a post-neolithic and indeed mainly modern phenomenon,
then a sociolinguistic-typological perspective suggests that the dominant standard modern
languages in the world today are likely to be seriously atypical of how languages have been
for nearly all of human history.

I recall once asking an erudite generative linguist how he would handle switch-reference
in his current theoretical model, and he replied that he did not know, explaining that switch-
reference was “something you only get in exotic languages” which he did not know anything
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about. I would argue however that in fact these “exotic languages” are precisely what we
must make sure that we do know about. These languages, with their mature phenomena, are
actually, especially from a diachronic perspective, not exotic at all. They are normal. This
is what human languages must have been like throughout most of the tens of thousands of
years of human history on this planet. It is the creoloids and koinés and creoles that have
developed in the last two thousand years, and particularly in the last 500 years, that are
weird and unrepresentative.

Robert Orr (1999) pointed out that Bob Dixon’s (1972) ground-breaking study of the Aus-
tralian language Dyirbal, which “revolutionised our view of ergativity” (Comrie 1978: 393),
was a close-run thing: Dyirbal was a dead language before the next decade was out. As
Schmalstieg (1980: 18) says, if it had not been for the timing of Dixon’s fieldwork, “it
seems quite possible that the Dyirbal population might have disappeared without a trace,
and notions of ergativity would have remained unhampered by new facts”.

How many other “new facts” about human language are we going to miss out on? A very
large proportion of the world’s isolated languages and dialects, and of languages and dialects
spoken in small tightly-knit communities, may not be with us much longer. It would not be
at all surprising if in a few generations’ time there were no languages at all in the world with
any of their typical social characteristics, and therefore, I would argue, with any of their typ-
ical linguistic characteristics. The human language faculty can be assumed to have remained
unchanged for very many millennia indeed; but the sociolinguistic-typological matrices in
which linguistic change occurs have changed significantly. It is therefore not totally un-
reasonable to suppose that, in the future, we are increasingly unlikely ever again to see the
development of, say, highly inflectional fusional language varieties. And I submit that com-
plex features such as large evidential systems, quadral number, switch-reference systems,
polysynthesis, and generationally marked pronouns as described by Tadmor, are unlikely to
be created afresh in the societies of strangers that predominate in modern conditions. These
are mature linguistic phenomena that will no longer be given time to develop. And where
they have already developed, they are also now relatively likely to be lost, because of the
current increase in adult high-contact situations, because of increases in community size,
and because of language death. In other words, they might eventually disappear from the
world’s languages altogether.

4. CONCLUSION. If therefore we want to learn more about the inherent nature of lin-
guistic systems, we have to urgently focus most of our attention on linguistic structures
and linguistic changes of the types that occur in the ever-dwindling number of low-contact,
dense social network varieties of language in the modern world. It is of course highly rel-
evant that, happily, current forms of language documentation aim to document not only
particular languages, but also the sociolinguistic characteristics of the speech communities
in which they are spoken. But if we want to build up an accurate picture of the nature of
human languages throughout human history, we have to hurry, not only because, as workers
in the field of language documentation are only too well aware, most of the world’s lan-
guages are in danger, but also because most of the languages that will be left behind will
increasingly tend to be of a single, historically atypical type.
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Visualization and online presentation
of linguistic data
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This contribution gives an introduction to state-of-the-art techniques for the visualiza-
tion and online presentation of linguistic data and world-wide linguistic diversity, such
as linguistic maps and online dictionaries, using a software environment called R. The
aim is to draw linguists’ attention to the possibilities offered by these techniques and
to give some practical hints as to how they can be used specifically for linguistic and
language documentation data.

1. R AS A TOOL FOR CREATING THE VISUALIZATION AND ONLINE PRESENTATION
OF LINGUISTIC DATA. Visualization by way of diagrams, charts, animations, maps, etc.
and their online presentation is an important means of enhancing the usability of linguistic
data for various scientific and educational purposes and of presenting linguistic facts to
the general public. Nowadays these visualizations can be created relatively easily with
R, an open-source scripting-language based software environment for doing statistics and
generating high-quality graphics (see www.R-project.org) . Since R is open source, a huge
amount of so-called packages, i.e. libraries of functions for a particular purpose created
by the world-wide community of R users, are available that extend the functionality of R
enormously. A particularly important point in this context is that with R it is possible to
generate so-called vector PDF graphics; these have various advantages over pixel images
and can be edited and used in publications or presentations. In the following sections, I
give examples of how R can be used to visualize complex data sets and their geographic
distribution (Section 2), how custom maps can be generated (Section 3), and how structured
linguistic data such as wordlists can be transformed into user-friendly resources such as
online thematic dictionaries (Section 4).

2. GENERATING MAPS WITH R.

2.1. DISPLAYING WORDLISTS BY USING MAPS. An initial example of the applica-
tion of R is illustrated by the geographic distribution of the word for “three” in about 3,000
languages. The data used in this example are from Eugene Chan’s compilation of “Numeral
Systems of the World’s Languages” (http://lingweb.eva.mpg.de/numeral). A static wordlist
from 3,000 languages is difficult to work with. Mapping this as online information helps
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one to visualize relationships, e.g. between cognate terms or areally diffused terms. Click-
ing the link in the caption of Figure 1 will display a movie illustrating such a visualization.
The HTML/KML file that underlies this visualization was generated by means of R, since R
is also a powerful scripting language, making it unnecessary for the user to have to acquire
knowledge in classic scripting languages such as Python and Perl, etc.

FIGURE 1: The geographic distribution of words for “three” in Northwest Mexico
[video: http://youtu.be/4bb0y7lWsqQ, http://scholarspace.manoa.hawaii.edu/

bitstream/handle/10125/4522/13-wordlist.m4v]

2.2. DISPLAYING STRUCTURAL FEATURES ON MAPS. It is interesting to study the
geographic distribution not only of lexical information, as in the previous example, but also
of structural linguistic information, as in the World Atlas of Language Structures (WALS)
(Dryer & Haspelmath 2011). Maps similar to those of WALS can be created using R, as in
Figure 2; this map shows the distribution of the WALS feature “Order of Adposition and
Noun Phrase” for languages spoken in China and Mongolia.

2.3. DISPLAYING VARIOUS FEATURES AND VALUES IN PIE CHARTS. In compar-
ative and quantitative linguistics, the assignment of only one value for a language feature
is often difficult. Therefore it is sometimes more meaningful to give information on the
degree to which various values are true for a given feature. R can be used to create pie
charts displaying this information, adding another dimension to the representation of the
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FIGURE 2: Map showing “Order of Adposition and Noun Phrase” for languages spoken
in China and Mongolia

FIGURE 3: Values for “Experiencer constructions: ‘headache’ ” from APiCS

geographic distribution of linguistic features. For example, Figure 3 shows the values for
a feature called “Experiencer constructions: ‘headache’ ” from The Atlas of Pidgin and
Creole Language Structures (APiCS) (Michaelis et al. forthcoming) in various languages of
the Caribbean area.

Figure 4, taken from “The electronic World Atlas of Varieties of English” (eWAVE) (Ko-
rtmann & Lunkenheimer 2011), shows how different features can be represented in pie
charts. The color of the bottom right section of the pie charts represents the values of the
feature “She/her used for inanimate referents”, the top section of the feature “Generalized
third person singular pronoun: object pronouns”, and the bottom left section of the fea-
ture “Me instead of I in coordinate subjects”. Such a representation allows one to visually
inspect if and where such features correlate.
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FIGURE 4: Simultaneous display of three features in eWAVE

3. INTERACTION BETWEEN R AND GEOGRAPHIC INFORMATION SYSTEMS (GIS).

3.1. USING GIS DATA TO CREATE HIGH-RESOLUTION MAPS. The contextualiza-
tion of language documentation data often requires detailed custom maps of the often re-
mote areas where the documented languages or dialects are spoken. Such maps can be
created by freely available datasets stored as part of so-called geographic information sys-
tems (GIS) (see http://wiki.gis.com/wiki/index.php/Geographic_information_system). R is
able to use the freely available GIS data with the packages “maptools” and “sp”, as well as
others. This is especially useful for generating maps of smaller scale, e.g. a smaller island.

Each custom map requires a particular resolution. For instance, a very rough resolution
of the Hawaiian island O‘ahu, as provided by one of the various packages developed within
R itself, may be appropriate for a map of the world or a larger region (Figures 5a–5c); but
the exact locations of small language or dialect communities often require a much higher
resolution, and this can only be provided by GIS data sets, which can be imported into R
(Figure 5d). With these data sets it is possible to zoom in to very fine levels of granularity
(Figure 5e).

3.2. ADDING FURTHER INFORMATION TO MAPS. There are many data sets avail-
able containing further potentially relevant information for creating language maps, includ-
ing population data, climate zones, land use, etc. For instance, topographic information,
such as elevation, is also freely available and can be added to maps created in this way.
For example, the GIS topographic data set “Oahu, HI 1/3 arc-second MHW DEM” (http://
www.ngdc.noaa.gov/dem/squareCellGrid/download/3410) can be added as a background to
the map of O‘ahu (Figure 6).
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FIGURE 5a: Map created with the R package “maps” – 5 points

FIGURE 5b: Map created with the R package “sp” (wrld_simple data set) – 50 points

FIGURE 5c: Map created with the R package “mapdata” – 173 points

FIGURE 5d: Map created with the import of the GIS data set “gshhs” [2] – 2254 points
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FIGURE 5e: High-resolution detail of map created with the GIS data set “gshhs”

FIGURE 6: Map of O‘ahu using the GIS data set Oahu, HI 1/3 arc-second MHW DEM
[http://www.ngdc.noaa.gov/dem/squareCellGrid/download/3410]

3.3. DRAWING GEOREFERENCED MAPS. Linguists often need to mark specific ar-
eas on a map, e.g. a language location, isoglosses, etc.; in other words, they need to draw
a georeferenced area, which is then compatible with the maps and further geographic in-
formation discussed so far. This can be done using R’s ability to import KML files, which
are, for instance, used in Google maps and Google Earth. A relatively easy way to create
a self-defined georeferenced polygon, like an isogloss, and include it in a map is to use the
free version of Google Earth (http://www.google.com/earth). Google Earth allows one to
create and to edit a georeferenced polygon, which can be saved as a KML file and imported
into R. Clicking the link in the caption of Figure 7 will display a movie illustrating this
workflow.
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FIGURE 7: A workflow for drawing georeferenced maps
[video: http://youtu.be/mMSaSaAxCp8, http://scholarspace.manoa.hawaii.edu/

bitstream/handle/10125/4522/13-polygon.m4v]

4. GENERATING WEBSITES FROM STRUCTURED LINGUISTIC DATA. For the gen-
eral public, as well as for some scientific purposes, it is useful to present linguistic data,
such as thematic wordlists or entire lexica, in easily accessible formats, such as websites. If
data such as wordlists are stored in formats such as Toolbox (see www.sil.org/computing/
toolbox) and ELAN (see http://www.lat-mpi.eu/tools/elan), the creation of such HTML-
based websites can be carried out relatively easily using R. As already mentioned, R is a
powerful scripting language which works with data stored in many different formats includ-
ing XML (for instance ELAN’s eaf files) and plain text (for instance Toolbox files). In other
words, instead of learning another scripting language like Python or Perl, such conversions
(including the usage of regular expressions) can be done using R. Figure 8 shows an in-
teractive HTML-based Even-Russian online dictionary of reindeer terms with pictures and
linked sound files that was created with the help of R, using a Toolbox file as a source. The
data for this example comes from Aralova et al. (in preparation).

5. CONCLUSION. The previous sections provided some examples of how R, an open-
source software environment, can be used to process linguistic data, including data that is
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FIGURE 8: An online dictionary created from a Toolbox file using R

generated in language documentation, for various forms of visualizations and online pre-
sentations, which are appealing both for scientific research as well as for use by speech
communities and the general public. While it is true that applying these techniques in R
requires some familiarity with scripting languages in general, it is hoped that the exam-
ples given here will stimulate linguists to engage in these techniques themselves or else to
cooperate with information scientists who are familiar with these environments.

REFERENCES

Amante, Christopher & Barry W Eakins. 2009. ETOPO1 1 Arc-Minute Global Relief Model: Pro-
cedures, Data Sources and Analysis. NOAA Technical Memorandum NESDIS NGDC-24. http://
www.ngdc.noaa.gov/mgg/global/global.html.

Aralova, Natalia, Alexandra Lavrillier, Dejan Matić, Brigitte Pakendorf, Evgeniya Zhivotova & Luise
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Language archives:
They’re not just for linguists any more

Gary Holton
Alaska Native Language Center, Fairbanks

While many language archives were originally conceived for the purpose of preserving
linguistic data, these data have the potential to inform knowledge beyond the narrow
field of linguistics. Today language archives are being used by people without formal
linguistic training for purposes not necessarily envisioned by the original creators of the
language documentation. The DoBeS Archive is particularly well-placed to become an
important resource for cultural documentation, since many of the DoBeS projects have
been interdisciplinary in nature, documenting language within its broader social and
cultural context. In this paper I present a perspective from a legacy archive created well
before the modern era of digital language documentation exemplified by the DoBeS
program. In particular, I describe two types of non-linguistic uses which are becoming
increasingly important at the Alaska Native Language Archive.

1. LESSONS FROM THE ANALOG ERA. Within the language archiving community
we now face the problem of how to preserve and access a continually growing body of
born-digital documentation of endangered languages. But at the Alaska Native Language
Archive (ANLA, http://www.uaf.edu/anla) we have always been playing catch-up in the
digital realm. For the past ten years I have been involved with ANLA in various capacities,
and throughout that time the Archive has been not a dry, quiet repository but rather a dy-
namic part of ongoing language work in Alaska. Indeed, the Archive remains an integral
part of language research and language revitalization efforts in Alaska. In many ways the
Archive is less a repository and more an active research tool.

The ANLA collection includes nearly everything written in or about each of Alaska’s
twenty indigenous languages. This amounts to some 15,000 items, including everything
from primary field notes to published grammars and dictionaries. In addition, ANLA holds
significant collections in related languages outside Alaska; in particular, the coverage of
Eskimo languages spoken in the Russian Far East is the most extensive in the world. Not
all materials are original or unique; in many cases the Archive holds copies of documents
housed elsewhere. (These copies may turn out to be the only extant copies, as happened
recently with Bittle’s Kiowa Apache field notes.) The aim is for comprehensive coverage.
In addition to the print materials, the Archive also contains more than 5,000 audio record-
ings, though in contrast to the print materials no attempt has been made at comprehensive
coverage.
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As a legacy archive still struggling to enter the 21st century, ANLA cannot tell us much
about best practices in digital preservation or about new technologies for accessing and shar-
ing language resources. What ANLA and other legacy archives can tell us is how language
archives have been and are being used. More than half a century has passed since collection
began at ANLA, and in that time two important points have emerged regarding archive users
and the uses they make of the archive. First, the primary users of the Archive are Native
speakers and their descendants, that is, members of Alaska Native language communities.
This situation is typical of established legacy archives (Austin 2011). Second, many users
seek information which is not primarily linguistic in nature. Neither of these points should
be taken as absolutes. The Archive continues to be used by academic researchers, and users
continue to seek linguistic documentation. What is notable is that academics are not the
only users, and linguistic information is not the only type of documentation sought. These
observations may be relevant as we consider how to make use of language documentation
being generated by current projects.

2. LANGUAGE ARCHIVES AS SOURCES OF CULTURAL DOCUMENTATION. As lin-
guists – creators or collectors of language documentation – we tend to think first of the
linguistic uses of archival materials. How can these materials inform our understanding of
language? What does a text tell us about how serial verbs are employed? What does a
recording tell us about prenasalization? Linguists tend to ask linguistic questions.

But language documentation encodes much more than just linguistic information. Lan-
guage documenters are first and foremost field workers, interacting with speaker consultants
whose interests lie in the documentation of many types of knowledge, be they marriage tra-
ditions or navigational techniques. A field worker documenting names for kin terms or stars
is very likely to also document knowledge of marriage customs or stellar navigation, respec-
tively, even if inadvertently. Furthermore, much language documentation has been collected
without regard to the nature of non-linguistic content. A text may be recorded because it
represents a particular genre or style, such as narrative or conversation. The content of that
recording – i.e., what that narrative or conversation is about – is generally not constrained
by the documenter. As a result language archives now present a veritable treasure trove
of non-linguistic information encoded in the signal of the subject language. And users of
language archives are very often interested in this type of information.

This interest can be gauged by considering some examples of recent inquiries at ANLA.
These include requests for: information on ethnobotany in the Yukon Flats region; a copy
of a eulogy for a 19th century missionary; a copy of Yup’ik music recordings, for use in
writing a libretto; information on genealogy in the Upper Koyukuk region; and information
on Russian influence in the middle Kuskokwim River region. All of these requests have
a linguistic component; for example, ethnobotanical documentation includes indigenous
names for plants, and the eulogy for Father Rysev was delivered in Aleut, translated into
English. What distinguishes these patron requests is that they reflect an interest specifically
in the non-linguistic content. A user sought information on ethnobotany in the Yukon Flats
region not because she was interested in indigenous plant names but rather because she was
interested in how plants were used. A user sought out the eulogy for Father Rysev not to
study the use of Aleut language but rather because he was annotating Rysev’s diaries. In
this type of research it is the content rather than the linguistic code which is relevant.
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Given the diversity of non-linguistic research at ANLA and constraints on space in this
article I will elaborate here on just one area: ethnoastronomy. In late 2011 I began work-
ing with a user who was attempting to identify names for stars, constellations, and other
atmospheric phenomena across Alaska. Before we met, this patron, Chris Cannon, had
spent more than two years researching star names without much success; only two rele-
vant published sources of information had been identified. MacDonald’s (1998)s study of
Inuit ethnoastronomy is one of the best works in this genre for any language; however, it
is focused on the Eastern Canadian Arctic and includes only a few comparative terms in
the Alaskan dialect of the Inuit language. The remaining 19 Alaska Native languages are
completely outside the scope of this work. Bradley (2002) is a study of celestial navigation
in Yup’ik and is easily the best modern documentation available. However, it is far from a
comprehensive study and is focused on only one Alaska Native language.

It turns out that the best record of Alaska Native ethnoastronomy is to be found within
the collections of ANLA. Cannon ((Unpublished ms.)) has worked tirelessly to compile
this information using ANLA sources. Some language documentation contains extremely
detailed information about stars. For example, Knut Bergsland’s (1952) Aleut field notes
include a star chart and a hand-drawn, labeled map of Aleut star names. While most linguists
have not included such detail, it is still possible to compile star names in many languages.
A name is recorded for the constellation Ursa major or some portion thereof in each of
the twenty Alaska Native languages. In many cases these names are buried in obscure
sources. They are not always accompanied by literal translations, but comparing the literal
translations reveals some interesting patterns, as shown in Table 1.

LANGUAGE FAMILY LITERAL TRANSLATION

Aleut Eskimo-Aleut ‘caribou’
Yup’ik Eskimo-Aleut ‘caribou’
Siberian Yupik Eskimo-Aleut ‘caribou’
Inupiaq Eskimo-Aleut ‘caribou’
Tsimshian Tsimshianic ‘spoon’
Haida Haida ‘sea-otter-stretching-board’
Tlingit Na-Dene ‘all stone’
Ahtna Na-Dene ‘the one that moves above us’
Den’ina Na-Dene ‘one that turns over us’, ‘stars stretched’
Koyukon Na-Dene ‘it rotates its body’, ‘according to it the year is mea-

sured’
Tanacross Na-Dene ‘dipper’
Upper Tanana Na-Dene ‘I’m sitting’
Gwich’in Na-Dene ‘the seat’

TABLE 1: Literal names for constellation Ursa major in Alaska Native languages

Even without examining the actual linguistic form of the names, it is immediately clear
from the literal translations that the Eskimo-Aleut languages share a common conceptual-
ization of Ursa major as a caribou – something not found in languages of the other fam-
ilies. Examination of other star names reveals further insights. For example, the Inupiaq
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constellation iglupeaqtalik, literally, ‘the turf house’, is formed from a combination of stars
in constellations known to English speakers as Orion, Auriga, and Gemini. These facts are
not purely linguistic observations; rather, they are facts about how indigenous Alaskan com-
munities conceive of the sky. They reflect indigenous knowledge embedded in the linguistic
code.

3. CREATION OF DERIVED LANGUAGE MATERIALS. All Alaska Native languages
are extremely endangered, and for most, the youngest speakers are already age 70 or older.
As the number of speakers continues to decline, there has been a marked increase in lan-
guage revitalization efforts (cf. Gaul & Holton 2005). And these efforts increasingly turn to
ANLA as a resource for developing derived or secondary language materials. For no lan-
guage is this more evident than it is for Eyak. In 2008 Eyak became the first Alaska Native
language to disappear in recent times. (The last speaker of Tsetsaut, an Athabaskan lan-
guage formerly spoken on the Portland Canal, passed away in the first half of the twentieth
century.) While all of Alaska’s 19 remaining languages are severely endangered, the Eyak
situation is in many ways exceptional. In most situations of language shift, it is difficult to
identify a “last speaker”. Rather, as knowledge of language erodes, the criteria which define
a fluent speaker adapt, creating new last speakers (cf. Evans 2001). But in the case of Eyak
the break-up and scattering of the community of speakers led to a large generational gap in
transmission, with the last few speakers actually outliving their immediate descendants. In
a very real sense, Marie Smith Jones was indeed the last Native speaker of Eyak; no partial
or semi-speakers survive. Thus, for Eyak the only surviving sources of information about
the language are found in the archival documentation at ANLA.

Since the passing of the last speaker there has been a surge of community interest in Eyak
language. Truly an Eyak renaissance. The Eyak Language Project has created a multime-
dia website (sites.google.com/site/eyaklanguageproject) using information harvested from
ANLA. Language workshops have been organized in Anchorage and Cordova. While some
might characterize these efforts as too little, too late, that characterization is not appropriate,
owing to the large body of documentation materials. Thanks to this documentary record,
Eyak language revitalization is not “too late”. The first known documentation of Eyak is
found in a 1308-item vocabulary by Rezanov (1805). Eyak was then “re-discovered” in
the 1930s through the work of de Laguna (Krauss 2006). Then, in 1961, serious linguistic
documentation of the language began under the direction of Michael Krauss. At that time
there were only four remaining speakers with a good command of Eyak; in other words,
Eyak was already severely endangered nearly half a century ago. Krauss began documenta-
tion in earnest, eventually compiling about 3,000 pages of field notes; a massive dictionary
of some 3,600 pages and 7,000 lexemes (Krauss 1970); and about ten hours of transcribed
narrative texts (Krauss et al. 1970). Krauss continued his documentation work sporadically
through the 1970’s and 1980’s, but by 1992 only one speaker remained and the corpus be-
came essentially closed. Nonetheless, in spite of the small number of speakers and the lack
of a thriving language community, in the span of less than a decade Eyak went from being
almost unknown to being among the best documented of the Alaska Native languages. This
invaluable documentary record forms the basis for new language initiatives today.

For Alaska Native languages other than Eyak, the situation is not so dire. Fluent speakers
remain and can continue to contribute to ongoing language documentation and revitalization
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programs. Nevertheless, archival documentation continues to be of great value because it
documents an earlier stage of the language – a stage no longer accessible or known to
speakers today. This documentation can form the basis for new language materials. For
example, the Jesuit missionary Jules Jetté made elaborate and detailed records of place
names in the middle Yukon River region in the early 20th century. Information from these
maps can serve as the basis for new projects such as MapTeach (www.mapteach.org), which
encourages geographic understanding and sense of place among descendents of Koyukon
speakers, as well as new types of cultural reference materials (cf. YRDFA 2008). The
Alutiiq Museum has converted Jeff Leer’s grammatical notes into a multimedia website
(http://www.alutiiqmuseum.org/language/learn-alutiiq.html).

4. CONCLUSION. The massive amount of documentation compiled over the past
decade by various DoBeS projects and others represents an unprecedented contribution to
the documentary linguistic record. As linguists begin to analyze this body of data, they will
no doubt uncover new insights into the nature of human language. But the experience of
legacy archives such as ANLA shows us that the DoBeS archive has a great potential to
impact other areas of knowledge as well. Legacy archives can thus inform the way we think
about the utilization of emerging language archives. In particular, archive users may be
interested not only in linguistic applications but also in non-linguistic information encoded
in the linguistic record; this highlights the importance of including information of relevance
to non-linguists in the metadata. Furthermore, users may wish to repurpose linguistic data
to create derived language materials for use in language revitalization efforts. Archives will
better serve users to the extent that they facilitate these two types of uses.
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Creating educational materials in language
documentation projects – creating innovative

resources for linguistic research
Ulrike Mosel
Kiel University

In its first two sections this paper briefly discusses two models of language documen-
tation projects: the hierarchical model, in which the language documentation corpus
(LDC) serves as a resource for the development of educational materials (EMs), and
the integrative model, which integrates the production of EMs into the LDC and makes
them a resource for linguistic research. The third and the fourth section describe how
the integrative model was applied in the Teop Language Documentation Project and
what kind of linguistic research topics it provides.

1. THE HIERARCHICAL MODEL OF LANGUAGE DOCUMENTATION. The hierarchi-
cal model of language documentation sees as its primary goal the compilation of a LDC
(Himmelmann 2006) which can function as a resource for writing descriptive grammars,
dictionaries, or educational materials, as shown in Figure 1.

FIGURE 1: The hierarchical model of language documentation

While the exclusion of descriptive grammaticography from documentary linguistics has
been criticized by several linguists (Evans 2008, Woodbury 2011), the production of ed-
ucational materials does not seem to be a topic in linguistic debates, although most lin-
guists support collaborative fieldwork and feel obliged to “give something back” to the
speech community. Dobrin et al. (2009: 43) criticize the “commodification of endangered
languages” as follows: “Linguists’ professional obligations to field communities are of-
ten formulated in terms of transacted objects rather than through knowledge sharing, joint
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engagement in language maintenance activities or other kinds of interactionally-defined
achievements.” Bowern (2011: 468) remarks, “Community members often also report
sometimes feeling that the linguist comes in, reifies the language, turns it into a commodity,
and then takes it away.”

The problem with the hierarchical model is that even if a standard orthography has already
been developed (Seifart 2006, Lüpke 2011), creating educational materials from a LDC may
turn into a daunting task for a number of reasons:

1. the texts of the LDC represent spontaneous or elicited speech and may be difficult to
understand because of repetitions, hesitation phenomena, and missing information

2. the texts may contain expressions like loan or swear words that are not acceptable for
teachers

3. the people who are involved in the production of the EMs do not know how to exploit
the LDC (Nathan & Fang 2009: 136)

4. the texts may not include contents or registers and genres that are considered useful or
suitable for the prospective users of the planned materials

The first and the second problem can be solved by editing the transcripts, and the third one
by training, though once the documentation is finished, it may be difficult for the linguist
to find the time and the money to conduct training courses or help individual community
members to derive EMs from the LDC. The fourth problem cannot be solved because the
LDC simply does not provide any suitable resources for EMs.

2. THE INTEGRATIVE MODEL OF LANGUAGE DOCUMENTATION. The integrative
model applies collaborative methods of language documentation which combine “field-
work with teaching, training, and mentoring native speakers for sustainable documentation
projects.” (Grinevald 2003: 60). In this approach it is the indigenous language documenters
who decide on the content, the purpose, and the format of the LDC, while the linguist works
as their adviser in technological, organizational, and linguistic matters, explaining to them
what can be done with the available resources and which kind of genres and topics would
be the most suitable to begin with (Mosel 2006).

The first products of language documentation in this model are certainly not a compre-
hensive dictionary and recordings, transcriptions, and edited versions of conversations, but
stories that are frequently told in the community or descriptions of certain activities that
are considered as useful texts and are easily recorded and transcribed. Thus, from the very
beginning, the team will work on building a LDC that includes educational materials for
children, teachers, or the general public, but probably excludes a collection of texts that
have nothing to do with the community’s culture, such as translations from the contact lan-
guage or elicited stories like the famous frog or pear stories (Chafe 1980, Mayer 1969,
Chelliah & Reuse 2011: 427). In contrast to narratives and procedural texts, the record-
ings of natural conversations are too difficult to annotate and edit in the beginning of a LD
project so that the production of conversational texts for learning-oriented materials can
only be considered for a later stage of the project.
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Linguists who depend on money from universities and scientific funding agencies may
wonder if this kind of collaborative fieldwork is compatible with their professional aims
and obligations. The answer is definitely yes if the compilation and annotation of the LDC
meets scientific standards and provides a reliable basis for linguistic and other research (see
Section 4).

3. EDUCATIONAL MATERIALS IN THE TEOP LANGUAGE DOCUMENTATION
PROJECT. Teop is an Oceanic Meso-Melanesian language of the North-West Solomonic
linkage (Lynch et al. 2002: 101 ff.), spoken by approximately 6,000 people in the Au-
tonomous Region of Bougainville, Papua New Guinea. The project began in 2000 just after
the civil war, the so-called Bougainville Crisis (1988–1999). During the first phase of the
project (2000–2003), Ruth Saovana Spriggs, a native speaker of Teop, recorded interviews
with elders of the community about customs and their personal histories, and I have been
collecting legends, procedural texts, and encyclopedic descriptions with a team of highly
motivated and skilled local language documenters since 2003. Currently (15 December,
2011), the Teop LDC consists of 258,957 words. The first book we published was a book of
Teop legends (Magum, Enoch Horai, Joyce Maion, Jubilie Kamai, Ondria Tavagaga, with
Ulrike Mosel & Yvonne Thiesen (eds.) 2007) because the legends seemed to present in-
teresting reading materials for children and were easily recorded, transcribed, and edited.
Not counting a hymn book printed in the 1950s, this is the very first book in the Teop lan-
guage. It contains 40 edited versions of legends which were originally oral and narrated by
24 speakers, and it was produced in the following way:

1. recordings done by the linguist and native speakers

2. transcriptions done by native speakers, checked by the linguist, discussed with native
speakers, revised and adjusted to a practical orthography developed by teachers in the
1980s, and eventually translated into English by the linguist with the help of native
speakers

3. editorial work done by native speakers, checked by the linguist, discussed with the ed-
itor, revised and translated by the linguist with the help of native speakers; all writings
done by hand because of the lack of electricity

4. oral and edited versions typed in Germany

5. proofreading of all legends, and minor changes made independently by two teachers;
changes discussed with both teachers

6. preliminary version typed in Germany

7. final proofreading done in PNG

8. printing done in Germany because there was no printing press in the Autonomous Re-
gion of Bougainville

9. copies of the book sent to Bougainville and officially launched

10. all legends archived in PDF format in the DoBeS archive and made accessible without
registration (Magum, Enoch Horai, Joyce Maion, Jubilie Kamai, Ondria Tavagaga, with
Ulrike Mosel & Yvonne Thiesen (eds.) 2007)
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Furthermore, the legends book was read by a native speaker and recorded. The recordings
of her readings were annotated in ELAN with transcriptions and translations into English
and were also archived in the DoBeS archive where they are freely accessible without reg-
istration (Magum, Enoch Horai, Joyce Maion, Jubilie Kamai, Ondria Tavagaga, with Ulrike
Mosel & Yvonne Thiesen (eds.) 2007).

The editors and teachers were advised not to imitate the style of English stories but to
keep as closely as possible to the original text, only remove hesitation phenomena and
speech errors, and only make additions where absolutely necessary for the reader.

Editing the autobiographical narratives collected earlier by Ruth Saovana Spriggs was
much more difficult than editing the legends. While the narration of legends followed a fixed
story line with more or less conventionalized ways of expression, the personal narratives
were embedded in casual conversations so that the editors felt that they had to make more
changes to turn the transcriptions into readable texts. This is also reflected in word counts.
The length of the edited legends is 98% of the length of the transcripts and, thus, almost the
same, whereas the lengths of the edited autobiographical narratives is reduced to 42% of the
transcripts.

When we began collecting procedural texts and encyclopedic descriptions for small spe-
cialized dictionaries on house-building, body and health, fishing, animals, and plants (Ma-
haka, Mark, Enoch Horai Magum, Joyce Maion, Naphtali Maion, Ruth Siimaa Rigamu,
Ruth Saovana Spriggs & Jeremiah Vaabero, with Ulrike Mosel, Marcia Schwartz & Yvonne
Thiesen 2010, Mosel 2011), most team members decided to write the texts straightaway
without doing recordings and transcriptions. Having done the editorial work over several
fieldwork sessions, they had become confident about their writing skills. All books are
richly illustrated with drawings by an indigenous artist and photos which I produced, and
will be published both in print and online in 2012 and 2013.

4. THE TEOP LDC AS A RESOURCE FOR LINGUISTIC ANALYSIS. The edited ver-
sions of the legends and autobiographical narratives as well as the written procedural texts
and encyclopedic descriptions certainly do not represent traditional genres and indigenous
registers of everyday communication. But as the data come from seven different editors and
writers and have been reviewed by accepted language experts of the community, we are sure
that we produced reliable language data.

An analysis of the differences between the oral legends and their edited versions showed
five types of changes (Mosel 2008, forthcoming):

1. purification by the replacement of loan words

2. elaboration by the addition of words, phrases, and clauses

3. linkage of paratactic clauses by explicit coordination and embedding constructions and
interlacing by raising constructions

4. compression by putting more information into a single linguistic unit, resulting in more
complex structures

5. decompression by the resolution of complex structures
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But the edited versions did not contain any constructions that were not found in the original
transcripts.

For lexical and grammatical studies, the comparable subcorpora of oral and edited narra-
tives show alternative ways of expressing the same content and, thus, give a fuller picture of
the expressive potential of the language than the transcripts would have done by themselves.
Furthermore they provide an innovative type of data for the study of the differences between
spoken and written language. While the research on spoken vs. written European language
varieties usually takes the structure of written varieties as the point of departure and ex-
plores how the spoken language deviates from the written one, the Teop data allow one to
take the opposite perspective and study what people actually do when they put spoken texts
into writing and thus develop a written language variety.

5. CONCLUDING REMARKS. This paper proposes a new perspective on the role of
educational material in language documentation projects and describes how such resources
can be utilized by community members as well as for linguistic research. Such community
utilization can be further encouraged by workshops and other pedagogical means.

Due to the special circumstances after the civil war, the Teop language project started as
a grass-roots project. We did not involve any official authorities but only worked together
with teachers of the local village school without informing the wider public or bringing in
further experts of documentary linguistics. But for the future we plan to conduct work-
shops for teachers and language activists (see Florey & Himmelmann 2009 for training
strategies) and broaden our view of language documentation by learning from the related
disciplines of language pedagogy and language revitalization (Hinton 2011, Nathan & Fang
2009).
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From language documentation to language planning:
Not necessarily a direct route1

Julia Sallabank
SOAS, University of London

In this paper I will consider how documentary linguists can provide support for commu-
nity language planning initiatives, and I will discuss some issues. These relate partly to
the process of language documentation: what and who we choose to document, how we
define ‘a language’, and how we deal with language variation and change; and partly to
community attitudes and dynamics.

1. INTRODUCTION. In documentary linguistics it is often thought that it is a relatively
simple matter to produce materials for use by communities, such as dictionaries and story-
books, from documentary corpora. And indeed it may be a relatively simple procedure tech-
nically, given familiarity with multimedia software. But the process of negotiating which
materials should be published, for what purposes and how, involves issues of language
planning which are not necessarily straightforward. Moreover, the word ‘community’ is
frequently used over-simplistically in the field of language documentation: it is important
to realize that communities are not monolithic.

Language policy and planning are in turn relevant to language documentation. Language
endangerment cannot be separated from its social, cultural and political causes and effects,
although some linguists (e.g. Newman 2003) would like to do so. Yet linguists’ very pres-
ence in a speech community may affect language attitudes and patterns of use: e.g. studying
and transcribing endangered languages demonstrates that they can be learnt and written, if
writing is valued and desired by community members. The process of establishing writing
systems and standards is another issue which is fraught with social, cultural and political
ramifications (Hinton 2003, Sebba 2007, Marquis & Sallabank 2009).

Linguists may be called on to advise or help with language planning, whether or not
we are knowledgeable about potential issues and pitfalls. An ‘international expert’ may
be invited to advise regional or national authorities on language policy. But documentary
linguists are most often involved with language planning at community level as that is the
level at which fieldwork is conducted.

1 The research reported in this paper was funded by the UK Economic and Social Research Council, the Nuffield
Foundation, and the Hans Rausing Endangered Languages Programme (Arcadia). I would like to acknowledge
the invaluable input and collaboration of Yan Marquis in the research and analysis which informed the paper.

Licensed under Creative Commons
Attribution Non-Commercial No Derivatives License

http://nflrc.hawaii.edu/ldc/sp03/
http://hdl.handle.net/10125/4525


From language documentation to language planning: Not necessarily a direct route 119

2. A BRIEF OVERVIEW OF LANGUAGE PLANNING. Language planning can be de-
fined broadly as comprising any decisions or actions that affect language use, e.g. punc-
tuation, language shift, or the choice of an (inter)national language. Language policy and
planning are often conflated; along with Schiffman (1996), Hornberger (2006) and John
Walsh (personal communication, November 2008), this paper views language planning as
concrete actions or measures to implement policies, which are defined as decisions, posi-
tions and principles regarding language, its nature and role.

Language policies are likely to reflect prevailing language ideologies. Because some as-
pects of language are commonly held to be iconic (emblematic) of some aspects of identity,
language policy and planning may arouse strong feelings. This paper discusses some prob-
lems with regard to the use of language documentation in language planning which may
arise from ideologies and perceptions – both those of linguists and those of community
members. Ideologies and perceptions also affect polices at governmental level of course,
but this paper focuses on community-level language planning.

Small-scale, local, grass-roots actions in support of endangered languages are frequently
characterized by more enthusiasm than planning and thus may reflect what Baldauf (1993)
calls ‘unplanned language planning’. They are less frequently studied or reported in the
academic literature than large-scale programs or national and international policies.

Language planning falls into two main categories (Kloss 1969, Cooper 1989, Kaplan &
Baldauf 1997):

• Actions to define or modify a language itself

• Actions to modify attitudes towards a language, or its status in a language ecology.

The most obvious area in which documentary materials and linguists have a role to play
is in the description of a language, which is necessary for corpus planning: the codification,
graphization, orthography, standardization of a language, as well as terminology develop-
ment. Documentary materials can provide evidence-based corpora for the production of
dictionaries, grammars and language learning materials. Although we wish to document
and analyze the rich variations encountered among speakers, in practice it is difficult not to
identify one variant as the reference model in both corpora and materials aimed at speakers.
Linguists thus contribute to defining languages, and which varieties become canonical or
standard, which in many cases has political ramifications.

It can be argued that documentation is necessary for language-in-education (or acqui-
sition) planning (though as will be seen below, this does not always happen in practice).
Education is the largest arena for language policy and planning, and includes medium of ed-
ucation, immersion, which languages are taught as school subjects, teacher training, etc. But
language acquisition planning can also be carried out in less formal and more community-
based ways, e.g. the master (or mentor)-apprentice programs described by Hinton (1997)
and Hinton et al. (2002). Language acquisition planning may be seen as involving both
corpus planning and status planning, which encompasses attempts to expand the domains
in which a language is used, attempts to secure official recognition, etc.

The ‘last but not least’ element of language planning is prestige planning. This term
was introduced by Haarmann (1984, 1990) to differentiate activities aimed at promoting a
positive view of a language from those concerned with political status or functions: ‘Not
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only the content of planning activities is important but also the acceptance or rejection of
planning efforts’ (Haarmann 1990: 105). This stage is frequently omitted but it is essential
for success: all too often measures omit to foster positive attitudes towards multilingual-
ism, linguistic diversity, or a particular language (Fennell 1981, Dauenhauer & Dauenhauer
1998). For example, Grenoble & Whaley (2006) argue that Soviet language policy, while
ostensibly supporting minority languages, led to Siberian peoples becoming passive recipi-
ents of language planning rather than active participants, and thus to lack of enthusiasm for
revitalization projects.

3. IMPLICATIONS OF LANGUAGE PLANNING FOR DOCUMENTARY LINGUISTICS.
If one aim of language documentation is for materials to be available for use in language
planning and revitalization, it is necessary to plan for language planning when planning doc-
umentation. However, the types of linguistic events that are documented often still reflect
traditional anthropological preoccupations by focusing on rituals, narratives and stories, and
sometimes songs. Cultural information such as crafts and recipes may be collected, which
may well be of use in future learning materials. But all too frequently interactive and child-
oriented language is omitted from the documentary record. Stoll & Bickel (this volume)
provide an example of child language in language documentation; however, in our project
to document the indigenous language of Guernsey (Channel Islands) the youngest native
speaker is 44 at the time of writing, and as part and parcel of the loss of intergenerational
transmission, very few older speakers have experience of bringing up their children through
Guernesiais. We have nevertheless made efforts to elicit child-rearing language, lullabies
etc., e.g. I recently interviewed the second youngest native speaker and his mother together.
As well as documenting traditional activities such as making crab pots, in our documenta-
tion we have made particular efforts to bring speakers together for conversations, discus-
sions and staged events such as a traditional card game which elicited a number of swear
words, another genre often omitted from the documentary record.

When planning language documentation linguists also need to consider such issues as
what the materials will be used for, and who will use them (current speakers? their descen-
dants? unrelated people?). As Holton (this volume) shows, not all potential future users
and uses can be foreseen, which underlines the need for a broad corpus. For community-
based planning to be possible, archives need to be locally available and accessible, bearing
in mind that due to lack of resources or age, by no means all potential users of the ma-
terials will be internet users. So it is important to ascertain whether potential users make
use of digital resources; and whether they (will) know how to access ELAN files or XML,
for which a further level of technical skill is required. If community members do not have
such access or expertise but are literate, a language documentation project needs to provide
printed materials in addition to digital. In our case, consultants often have audio CD players
but not computers, so we provide CDs of recordings. Mosel (this volume) gives an example
of educational materials created as part of language documentation.

Documentary records need to provide resources for a variety of language planning ac-
tivities, from formal lessons (a common first step in revitalization movements) to the re-
establishment of intergenerational transmission. In many cases, language endangerment is
not addressed until maintenance is no longer possible – in the words of Joni Mitchell, “you
don’t know what you’ve got ’til it’s gone”. The most important role of archived language
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material may therefore be as a ‘fall-back’ in case there is later desire for revival, as is
happening in Europe, America and Australia even 200 years after the ‘last speakers’. For
example, in the Isle of Man (in the Irish Sea) a group of young parents learned Manx and
used it as their primary medium of socialization and child-rearing about 20 years after the
death of the last traditional speaker – a remarkably successful ongoing revival which would
not have been possible without adequate documentation. They then lobbied successfully for
Manx-medium education provision.

It is well known that such a variety of potential users and uses necessitates ‘a record of a
language which leaves nothing to be desired by later generations wanting to explore what-
ever aspect of the language they are interested in’ (Himmelmann 2006: 7, Woodbury 2003).
But what is ‘representative’? What and whose language practices (and idea of language) do
documentary linguists represent – and who decides? As will be seen below, community-
based language planning is situated in community dynamics, which need to be taken into
account when deciding how we define a language itself, a ‘language community’, who
counts as a community member, who ‘owns’ a language, and who gets to decide language
policy.

4. SOME POTENTIAL OBSTACLES TO THE USE OF DOCUMENTARY MATERIALS IN
LANGUAGE PLANNING. Language maintenance and revitalization are often grass-roots
initiatives, and it is at this level that documentary linguists are best placed to provide support
since they work directly with speakers. But in community-led language planning, documen-
tary evidence may not necessarily be appreciated, believed, or taken on board.

Language practices as observed and documented by linguists may not match how com-
munity members perceive their own linguistic behavior – or how they would prefer their
language practices to be seen. Documentation which demonstrates low vitality, attrition,
variation and change may be seen as promoting ‘decline’. As noted by Dorian (2009), peo-
ple who are viewed by the community as ‘good speakers’ may be highly rated for e.g. their
skill in verbal arts or storytelling rather than for their knowledge of verb paradigms or
rarely-used structures. Community members may see themselves as ‘native speakers’ (or
‘language owners’) without actually speaking the language well (Evans 2001). In my re-
search into Guernesiais, the indigenous language of Guernsey, Channel islands, I have found
that people who grew up hearing the traditional language may think of themselves as native
speakers and therefore as fluent; but they may not use the language actively, so their produc-
tion is affected by attrition (Sallabank 2010). Even if they do use the language regularly, and
appear superficially fluent, they may rely on a relatively small range of formulaic construc-
tions. Pointing out such deficiencies may not be welcome to people who are considered to
be ‘expert users’ by their community. Grenoble (2010) recounted being accused of trying
to trick consultants into making errors by trying to elicit structures and lexis outside their
‘comfort zone’.

When it comes to language description, some community members may prefer ‘folk
linguistic’ perceptions (Niedzielski & Preston 2000) or purism to documentary evidence.
Like many endangered languages, Guernesiais does not have a prestige or standard dialect.
Regional variation is a key feature, with a core set of iconic variables frequently cited by
consultants as both valued but also as barriers to developing orthography or school curricula.
However, the variation that we have found in our documentation is both more pervasive
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and more complex than expected: it is not only region- and age-related, but idiolectal and
related to language contact, change and attrition processes. In many cases it challenges the
generally accepted regional stereotypes.

With regard to language change, we have found pervasive simplification of morphology,
e.g. a reduction in verb paradigms, in many cases to just two forms without distinction
between singular and plural in the first and third persons2:

mawjai (eat) mOZaj mOZ

inf. (2p. pl present indic.) (all other persons)

di (say) dizaj diz or di di
inf. (2p. pl present indic.) (3p. pl present indic.) (all other persons)

We have also found over-generalizations, e.g. of plural forms, and numerous features
such as calques which reflect contact with English (now the main language of Guernsey),
for example nou bailli a hao (literally ‘we gave up’, used for ‘we retired’). We have also
encountered hypercorrection and ‘purism’, which in Guernsey may manifest itself as con-
vergence towards French, to which Guernesiais was formerly subaltern in a diglossic rela-
tionship, and which retains high prestige.

Such trends are typical of endangered languages (Trudgill 1983, Nettle & Romaine 2000).
The dilemma for documentary linguists and language planners alike is which of these forms,
if any, should form part of a ‘definitive record’ of a language? And which, if any, should
be included in reference, learning and teaching materials? When raising such issues in
Guernsey we have met with quite negative reactions from some factions in the community.
There is a certain amount of unwillingness to accept the fact or inevitability of language
change. It is not uncommon to hear claims that Guernesiais has not changed since the
12th century: ‘We speak the language of William the Conqueror’. Many older community
members (of all levels of language proficiency) have a genuine nostalgic attachment to the
traditional language they heard in their youth. This may become associated with a ‘dis-
course of the past’ and an unwillingness to ‘hand over’ Guernesiais to new users: ‘They’re
going to change the language to teach it – it won’t be the Guernsey French we know’. There
is also unwillingness to create new terminology, or to accept the need for it: ‘Ya paa de
naom, véyou, pour riae k’ei modern (There aren’t words, you see, for anything modern)’.
In some cases this has led to denial of the need for documentation, rationalized by stating
that ‘there are still speakers’ (although Guernesiais is not being transmitted to children) and
‘it’s being taught in schools’ (although Guernesiais is not part of the school curriculum, so
lessons are extra-curricular and taught by untrained volunteers for 30 minutes a week).

Yet despite such sentiments, some semi-speakers and a growing number of adult learners
express a need for materials. Language activists may feel that language revitalization is
so urgent that they may not want to wait for recordings to be transcribed, described and
analyzed. So materials may be produced which are not based on a documentary corpus
but on the intuitions of the ‘good speakers’ described above. Such materials may have
prestige but may portray the language as it is perceived rather than how it is used according

2 Abbreviations: 2p., 3p. – 2nd, 3rd person; pl – plural; indic. – indicative; inf. – infinitive.
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to documentary evidence. Yet it may be claimed that further materials are not necessary
(especially if corpus-based materials might challenge the ‘correctness’ of earlier ones).

The production of reference and learning materials for Guernesiais is also hampered by
the lack of an agreed orthography, discussion of which can generate heated debates. Pref-
erences in orthographic systems are related to purpose, but also to language ideologies.
Linguists tend to prefer orthography to reflect the phonemic inventory of a language. ‘Tra-
ditionalists’ may prefer ‘iconic’ or prestige orthographies, which in Guernsey reflect the
former diglossic High language, French. Language activists may want to promote Ausbau
(Kloss 1967) in order to differentiate their language from a dominant or related one. Learn-
ers, meanwhile, need systematic, transparent spelling and would prefer a system which
helps them learn – which might reflect pronunciation, etymology or morphology depending
on circumstances. The resolution of such issues often does not depend on impartial assess-
ment of which orthography is the most efficient, but on community dynamics which may
be fluid and not immediately obvious to outsiders.

5. CONCLUSIONS. It is important to think about who belongs to a ‘community’ and
which members are empowered to make decisions on language policy. Linguists often seek
the collaboration of elders and traditional community leaders. But when planning the future
of a language, the views of other stakeholders may be equally valid: e.g. semi-speakers,
learners and heritage speakers, who are often key actors in language revitalization; and
language activists and supporters, who may not learn or speak the language at all. A well-
designed linguistic corpus can generate materials for a number of purposes and audiences,
but given that there are usually financial and time constraints, the issue of priorities and who
decides them remains.

More research is needed into how language documentation can contribute to effective
language planning. Ideally, documentation would support rational decision-making by pro-
viding a corpus which demonstrates the current situation and shape of the language. But as
seen above, this is not always straightforward. Given that language documentation and lan-
guage planning may be taking place simultaneously, arguably part of the task of language
documentation is to document the process of language planning itself in order to provide
a corpus of experiences that other researchers and communities can draw on. Language
planning is situated in community dynamics and is mediated by stereotypes, perceptions,
personalities, vested interests and ideologies, which themselves need to be documented in
order to investigate how language planning might be made more effective. Linguists and
sociolinguists also need to find ways to communicate their findings effectively so that they
can provide adequate advice and resources when required by language planners.
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Online presentation and accessibility of endangered
languages data:

The General Portal to the DoBeS Archive1

Gabriele Schwiertz
University of Cologne

Data depositories containing language documentation corpora are generally well struc-
tured, well maintained, and include large collections of many under-researched lan-
guages. However, they are not yet conceived of as resources that can be easily consulted
on scientific or non-scientific questions pertaining to one of those languages. A general
portal to the DoBeS archive has been created to facilitate access to the data, to attract
more users to the archive, and to lower the threshold for users outside the linguistic
community to access the data. The structure and the main features of this portal will be
presented in this paper.

1. INTRODUCTION. When considering the exploitation of language documentation
data contained in language archives, three major user groups can be identified: The speaker
community, the scientific community, i.e. linguists and scholars of related disciplines, and
the general public. Each of these user groups has different interests and different needs, all
of which are hardly satisfied by the IMDI-tree representation of the DoBeS archive. For the
community users, community portals have been created in some projects. However, in order
to attract users to the archive, facilitate access to the data, and generate new user scenarios
and communities, we have created a general portal to the DoBeS archive.

This portal tries to address the needs of the different user groups with different sub-
portals where selected information specific to typical queries of those users is presented in
a straightforward way and shortcuts to the relevant media are included. In the future, this
portal will serve as the main entryway to the archive and as a container of information about
the DoBeS projects and language endangerment in general. In this paper, I will briefly
discuss features of the portal and the motivation for the current structure. A preliminary

1 The structure of the DoBeS portal has been presented in various settings and I wish to thank everybody for
their contribution: This article has benefitted greatly from input of the audiences at the DoBeS meeting 2010 in
Nijmegen, from a meeting with DoBeS teams and linguistic students in Cologne, from the Potentials workshop
in Leipzig, and from discussion among a dedicated group of DoBeS members. I especially would like to thank
Nikolaus P. Himmelmann, Dagmar Jung, and Iren Hartmann for their help. I also wish to thank Paul Trilsbeek
and the Technical Team at the MPI for Psycholinguistics in Nijmegen for the actual implementation of the
website.
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version of the portal can be found here: http://ems03.mpi.nl/dobes/, in due course the portal
will replace the DoBeS website at http://www.mpi.nl/dobes.

2. STRUCTURE AND FEATURES OF THE DOBES PORTAL.

2.1. MAIN PAGE. The first page of the portal has two main functions: It gives a first
impression of what DoBeS is, and it constitutes the gateway to the sub-portals dividing the
user communities. There is an interactive map in the middle of the page with all the DoBeS
projects. From here, it is possible to go immediately to the single project pages. On the
left side, appetizers are presented: Videos, audio recordings, or pictures that are freely ac-
cessible can be called up. On the right side, quick links and a Google-style search-box are
provided. Under the map, users are divided into three main groups: The scientific audience,
e.g. linguists, ethnographers, and musicologists; the general public, i.e. journalists, commu-
nity members,2 or interested laymen; and into future-depositors. As on all pages, a constant
reminder of issues of access rights, access levels, and user registration is included with links
to more detailed information on these topics.

2.2. RESEARCH PORTAL. The research portal3 provides information on what kind of
data is contained in the archive and what can be done with it. Access to statistics for all the
projects in the archive is provided in a table showing how many sessions there are for each
language, how many include video or annotations, and at what access levels4. In order to
allow typologists to get a first impression before deciding whether the data in the DoBeS
archive is suited to their needs, a link to all grammars and sketch grammars is provided
together with a link to studies deposited in the archive. Furthermore, information is given
on what kinds of searches are available, and what DoBeS related tools there are. Manuals
are supplied for certain usage cases, e.g. writing an MA-thesis using data in the archive. In
addition, more specialized information pages for various scientific user groups are linked
here.

2.3. GENERAL INTEREST PORTAL. The general interest portal5 is aimed at providing
information about language endangerment and at simplifying access to the DoBeS archive
for the general public, giving an initial impression of possible points of interest it contains.
Again, there are appetizers on the left, and access to an overview of archive statistics is
given. A link to a collection of community portals is supplied. Information is provided about
the searching and browsing functions and about registration and access. ‘Highlights’ of the
archive, items which we hope will be interesting to the general public, are collected here;
these include subtitled videos, artworks, story collections, and other appealing material.

2 Some teams have created community portals for the members of the communities they work with. These include
information that is relevant for this audience, often in a language other than English. However, for the general
portal, it remains to be seen with increasing use of the website whether there should be a third sub-portal just
for community members.

3 http://www.mpi.nl/dobes/research
4 The data in the archive are marked for different access levels, indicating whether everybody is allowed to access

them, or some subgroup of users or whether they are not accessible right now.
5 http://www.mpi.nl/dobes/general
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There are also plans for this page to contain other generally entertaining points in the future,
such as a ‘word of the day’ from the DoBeS languages or a photo/video gallery which can
be combined in many ways with services like Facebook, Twitter, and YouTube.

2.4. THE DEPOSITORS’ PORTAL. For the time being, the depositors’ page6 contains
basic information for future depositors to the DoBeS archive. At some point, this page
could be a more powerful interface with tutorials, tools, and possibly links to pages with an
upload functionality.

2.5. THE PROJECT PAGES. Each DoBeS project has its own page. The project pages
contain the same information as the former project pages of the DoBeS website. An addition
provided by the new portal is a summary page with the same structure for all projects;
here, statistics will be displayed as well as a very brief statement about what the project
is and a note on the team. Additionally, there will be a short list of highlights contained
in the respective archives, such as a large number of videos about hunting techniques, a
dissertation on the language, or a topical dictionary. More detailed information about the
language, the project, and the team can be accessed from here.

3. SUMMING UP. The general portal to the DoBeS archive will facilitate access to
users, create new user groups, and attract an interested audience. It will hopefully turn
the DoBeS archive into a resource that various user groups will consult regularly. In the
process, monitoring of users and uses of the page will allow us to adapt its structure and
content to suit the needs of those users. In due course, more features can be incorporated,
e.g. the possibility of working with the materials online, that is adding one’s own annota-
tions to the data in the archive.

Gabriele Schwiertz
gabriele.schwiertz@uni-koeln.de

6 http://www.mpi.nl/dobes/deposit
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Using language documentation data
in a broader context

Nick Thieberger
University of Melbourne / PARADISEC

On the one hand we have never seen as much fieldwork and recording of small and
endangered languages as we have over the past decade. On the other hand linguists are
now also much more aware of the need to create records that can be reused by the people
we record and that will still be available for their descendants. Our own descendants, the
future researchers who will use our records, will also need to be able to find and make
use of our research. The fragility of digital records means we need to pay attention to
their curation over time and create suitable repositories if they do not already exist. In
order for these aims to be achieved, we need to establish work practices now that allow
the data to move easily from creation to the archive and to community use.

1. HOW CAN LANGUAGE DOCUMENTATION DATA BE UTILIZED IN A BROADER
CONTEXT? There are obviously many ways in which language documentation data can
be used, but first they must be created in ways that permit ready reuse. That is, the data
must exist in formats that allow them either to be used immediately or to be converted to a
usable form without too much effort. Reworking data by hand is too time consuming, and
‘[t]he amount of data produced far exceeds the capabilities of manual techniques for data
management.’ (Borgman 2007: 6). To automate handling of linguistic data, it needs to be
created in appropriate structures to begin with. This implies that we have tools that produce
output in reusable forms and that linguists have training in what it means to create reusable
data. We need to participate in broader initiatives in the Humanities that are leading to the
development of the necessary infrastructure to house our research outputs in the longterm.
Beagrie et al. (2008: 22) suggest that community-wide agreement on standards enhances the
preservability of the data generated by that community. In linguistics we are fortunate to
have some established standards (e.g., Leipzig glossing rules1, OLAC2, and IMDI3, among
others), but there is variable uptake of these standards and a corresponding lack of under-
standing of the reasons for using them. This paper addresses ways of using linguistic data
based on an assumption that more use can be made of data that is created adhering to such
standards.
1 http://www.eva.mpg.de/lingua/pdf/LGR08_09_12.pdf
2 http://www.language-archives.org
3 http://www.mpi.nl/IMDI/
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The creation of this data requires specialized knowledge of data formats, which should
be provided by training researchers in documentation methods. Alternatively, linguists may
be able to use tools that provide well-formed data and so bypass a need to really understand
the underlying form of the data they are creating. This is typically the way in which most
current linguistic data is created, using tools such as Elan4 or Toolbox5 and their output text
files rather than proprietary formats as produced, for example, by Microsoft software. With
training in the use of the tools, linguists can generate the kinds of material they need and
at the same time allow the data to be archived and reused. Such training has been provided
at organized summer schools or training workshops or intensive workshops associated with
linguistic conferences (such as those run by InField6, RNLD7, LLL8, ELDP9, or DoBeS10).

While those working in projects funded by ELDP or DoBeS routinely receive training,
the majority of language documentation is still being carried out by linguists trained in
descriptive fieldwork and not in documentation methods. For example, Newman (1992,
2005) reports 34 US departments running field methods courses, most of which it can be
assumed did not include documentary methods such as time-aligned transcriptions of the
primary recordings, metadata catalogs of files generated in the project, annotation of files
with interlinear glossed text and lexicons in open and reusable formats, or preparation of
the material for long-term archiving.

However, if we take into account that there were some 230 papers at the 2nd International
Conference on Language Documentation and Conservation and 180 papers at the LLL con-
ference in 2009 there would appear to be quite a great deal of activity in language documen-
tation projects. We can assume from this that there are at least 100 current fieldwork-based
linguistic projects so, if we extrapolate back with a conservative estimate of 50 new projects
per year since 1960, there should be some records of 2,500 small languages. Without a
concerted effort to describe and curate the outputs of this research, many of the primary
recordings prepared by these linguists have been or will be lost, if they ever existed to begin
with (keeping in mind that, until recently, it was quite acceptable – and even advocated by
Dixon (2006) – to use as little technology as possible, to make few or no field recordings
and to make no provision for their long-term accessibility).

Some linguists have voiced concerns about the use of new technology in recording lan-
guage material. The concerns range from the alleged neo-colonial nature of the use of high
technology tools in third-world settings (Aikhenvald 2007) to the notion of commodifica-
tion of language in an ‘audit culture’ (Dobrin et al. 2009) and include a critique of what they
perceive as an excessive focus on the tools rather than on the language. It is tempting to
ignore these arguments in the hope that they will be overtaken by the practicalities of doing
fieldwork, and in the fear that reproducing them will give them more credence than they
should receive. Unfortunately, it is still necessary to point out that any professional needs to

4 http://www.lat-mpi.eu/tools/elan/manual/
5 http://www.sil.org/computing/toolbox/
6 http://darkwing.uoregon.edu/~spike/Site/InField_2010.html
7 http://www.rnld.org
8 http://www.ddl.ish-lyon.cnrs.fr/AALLED/Univ_ete/Summer_school.html
9 http://www.hrelp.org/events/workshops/
10 http://www.mpi.nl/DOBES/training_courses/
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use current technologies for their work, and that for linguists this means learning and using
new tools and methods for fieldwork and analysis.

2. HOW MUST THESE DIGITAL DATA BE STORED, REPRESENTED, AND MADE AC-
CESSIBLE BY THE ARCHIVES? Accessibility is based on locatability of the material in
the collection. This relies on catalogs that use standard terms and are accessible via normal
search mechanisms (e.g. Google, or the Open Archives Initiative (OAI)11). Non-compliant
repositories – those whose catalogs do not conform to the normal standards (e.g., OLAC) of
our research community – should be encouraged to conform. The benefit of conforming is
that federated searches will include these repositories and we will thus begin, as a commu-
nity of researchers, to create a dynamic documentation index of archived information about
the world’s languages, as provided by OLAC, and then harvested by any similar project
(e.g. the Clarin Virtual Language Observatory12 or ELCat13).

At the time of writing, two large-scale funding programs, ELDP14 and DoBeS15, have
facilitated a great deal of research. The ELDP has funded 216 projects and DoBeS has
funded 51. However, the ELDP archive, ELAR, contains (at the time of writing) just 110
collections, which raises the question, if a funding body like the ELDP cannot get all of its
grantees to deposit in an archive in a timely fashion (or at all), how can unfunded researchers
be expected to make use of an archive? One solution could be better training and raising the
awareness of researchers of the need to archive, including appealing to their responsibility
to make records for others to access in future. Another approach would be to make it as easy
as possible to deposit in archives by use of new metadata creation tools (like, for example,
ExSite916 or Arbil17).

For objects in repositories that will not be able to conform (that is, state libraries, archives,
or similar institutions), a service could be built that indexes language material in these col-
lections and assigns simple descriptors (like standard language codes) with links to the URI
of the object. For example we can create a record in the PARADISEC catalog linking to an
item found on the Anglican Church website that is written in Raga, a language from Vanu-
atu18. PARADISEC approached the website owners to ask if they would consider archiving
their primary material, but had no response from them. Trusting that the pages on the An-
glican Church website have some persistence, the links from the PARADISEC catalog will
allow this item to be found in a federated search of all OAI archives.

The OLAC search page19 provides a targeted search tool for language material, but is
only as good as the collections it harvests. OLAC currently includes forty digital language

11 www.openarchives.org
12 http://catalog.clarin.eu/ds/vlo
13 http://www.endangeredlanguages.com/
14 Endangered Languages Development Programme, http://www.hrelp.org/languages/
15 http://www.mpi.nl/DOBES
16 ExSite9 (formerly FieldHelper) is a tool being produced in Sydney for creating standard metadata via drag and

drop menus, avoiding data entry and harvesting as much information from within files as possible. A beta
version is planned for mid-2012.

17 http://www.lat-mpi.eu/tools/arbil
18 http://www.language-archives.org/item/oai:paradisec.org.au:External-Raga
19 http://search.language-archives.org
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archives of which fourteen were active (that is, they had material deposited) within the past
six months, and nineteen more were active within the past twelve months. This means
seven were inactive for the past twelve months. Clearly we need more archives and more
that contribute to OLAC.

Once an item has been located it should be available for use if possible (assuming that
issues around rights management have been dealt with). Examples are the DOBES data
sets, or PARADISEC’s online collections of papers by Capell20, Wurm21, and Roesler22.
By late-2012 PARADISEC will provide streaming access to most of its collection.

Accessibility also implies that analog material is digitized. While newly created linguistic
records are typically digital, a great deal of legacy material exists only in analog forms and
so is outside of the scope of much current language archive infrastructure. For these older
materials, we need an effort of discovery and digitization as argued by Schüller, who notes
that ‘80% of the world-wide holdings representing the cultural and linguistic diversity of
mankind are not held by audiovisual archives proper’ (Schüller 2004: 9), and, further, that
analog recordings are in urgent need of digitization if they are to be playable at all.

3. WHAT KINDS OF USES WILL EVOLVE IN THE CONTEXT OF THE SOCIAL MEDIA?
The uses of linguistic data can be online or offline. There are two kinds of online use that
need to be distinguished. The first deals with online material as the authoritative archival
source. For online use of data there must be persistent location and identification that allow
citation and resolution of links, which requires proper repositories with a longterm commit-
ment to curating the material. As can be seen from the figures given earlier, there is too
little use of existing language archives (and perhaps a need for more such archives to be
established), so, while social media can play a role in dissemination or publicity, without
long-term repositories, the data are at risk of loss. Once people start combining data from
disparate sources (which could be ‘mashups’ or could, for example, involve correlating
transcripts and media in ‘compound objects’23), they will create new research objects that
themselves may need to be identified and curated in archives (it may be that not all online
interactions in small languages necessarily need to be archived in perpetuity).

The second use of online data relates to its use in presentation systems, which may (but
need not) be ephemeral. Distinguishing these uses is critical as there are many examples
of considerable effort being devoted to presentation systems for community use (‘mobi-
lization’) which are then lost as the delivery system (which could be proprietary software
or websites that are no longer maintained) becomes unusable. If the ‘mobilized’ material
is unique, it poses real problems for longevity, but if it is derived from already archived
material it is, essentially, ephemeral.

Offline use is likely to be most relevant to speakers of the languages recorded, given the
lack of affordable – or indeed any – internet access. Such offline use of language records
includes printed outputs and media on CD, DVD, or in computer-based (e.g. iTunes) for-
mats. The formats in which data are initially created during fieldwork are crucial here too:

20 http://paradisec.org.au/fieldnotes/AC2.htm
21 http://paradisec.org.au/fieldnotes/SAW2/SAW2.htm
22 http://paradisec.org.au/fieldnotes/ROES/web/roes.htm
23 http://www.openarchives.org/ore/
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well-formed and predictable data can be readily converted from an archival form to a deliv-
erable form. For example, a dictionary of a language should be derived from a structured
lexical data set, as in Toolbox. Similarly a set of texts for production in a book can be
derived from a set of interlinear glossed texts in Toolbox. Books can now be produced rela-
tively cheaply in publish-on-demand systems24, with downloadable versions of the pdf file
available via a suitable online repository. Media for a CD or DVD can be readily converted
from high-resolution WAV or JPEG2000 files to playable formats for delivery on a CD or
used in iTunes installations.

4. CONCLUSION. To conclude, having made some inroads into the production of en-
during and reusable records of endangered languages, we still have a long way to go. There
is a need for research into existing and emerging methods and development of tools both for
creating linguistic data and then for making it useful. There is a need for data management
skills to be developed among linguistic scholars so that our relatively small collections can
be maintained. We need good descriptive systems (metadata) and simple systems for meta-
data entry as well as more repositories to hold the material. We all know of projects which
have been completed and for which there are now large datasets that are not being properly
maintained. The few present language archives are already stretched and cannot go looking
for collections, but without such active seeking many collections will be lost.

For those outside of the present training and funding regimes there is a great need for ad-
vocacy to promote good practices in working with digital data and to bring to their attention
ways of working that will make their work easier and will also have better outcomes for data
sharing or reuse. This means more training in both academic and community settings and
more sharing of experience and methods (using lists like RNLD, for example). Linguistic
archives (e.g. PARADISEC, ELAR, and DoBeS) typically provide advice and support via
their webpages and via regular training courses. There needs to be much more activity to
allow new researchers to build their own collections and to assist established researchers
in describing existing collections. Finally, we need to create incentives for creating the
kinds of collections described here. Such incentives include academic recognition of the
effort put into building and describing one’s research collections and then lodging them in
a suitable repository. Citing data from its archival source will also enhance the visibility
of collections, and we should now, as authors, reviewers, and editors, encourage the use of
such citations in academic papers.
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