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Abstract 
The current study investigates the role of risk and 

trust in the Software-as-a-Service (SaaS) adoption 

decision. Drawing from the Web-Trust Model and 

Institutional Isomorphism Theory, the study proposes a 

multi-layered model explaining antecedents of the 

propensity to adopt SaaS. The model is next verified 

drawing from the opinions of 154 Polish IT 

practitioners with the Partial Least Squares (PLS) 

research approach. The results obtained in PLS 

analysis illustrate that both risk and trust directly 

influence the decision to adopt SaaS. However, the role 

of trust turned out more pronounced as trust also 

influences the decision to adopt SaaS indirectly through 

risk and, unlike risk, is also influenced by professional 

influence and external pressure. The findings also 

reveal varied importance of different types of risk for the 

SaaS adoption decision, highlight the paramount 

importance of operational risk and low significance of 

economic and legal risk.  

1. Introduction  

The emergence of new digital technologies referred 

to as SMACIT (Social, Mobile, Analytics, Cloud and 

Internet of Things (IoT)) gave rise to both some great 

opportunities and grave risks for firms from virtually all 

industries [1]. Digital transformation, which is 

concerned with the innovative applications of these 

technologies, entails far-reaching changes in company’s 

business model, products, processes, and organizational 

structure [2]. Furthermore, digital transformation may 

involve entirely new or disruptive business models. By 

pursuing digital transformation initiatives companies 

strive to enhance customer experience and streamline 

their operations. Failure to identify and exploit unique 

value proposition of these new digital technologies 

poses grave strategic risk to even well-established firms 

with relatively strong market positions [3]. 

The use of cloud computing (CC) technologies has 

been emphasized to be instrumental for the swift 

execution of digital transformation strategy which 

requires from companies both speed and agility [3]. 

Digital strategies focus on delivering unique, integrated 

business capabilities in ways that are responsive to 

changing business conditions [4]. Thus, by offering 

requisite scalability [5], easy maintenance, rapid 

deployment [6], and cost-efficiency [7; 8] cloud 

computing facilitates the execution of digitalization 

strategy.  

The successful introduction of digital services such 

as integrated IoT or seamless omnichannel customer 

experience requires a strong operational backbone 

which ensures flawless execution of transactions and 

reliable access to critical operational data [1]. In this 

regard, the Software-as-a-Service (SaaS) model for 

delivering enterprise applications with its short 

implementation cycles and flexibility reflected both in 

the model’s scalable nature and convenient functional 

scope management appears particularly beneficial. For 

example, a Spanish firm Ferrovial managed to build its 

operational backbone in just 6 months by adopting HR 

and purchasing systems in the SaaS model [1]. 

SaaS refers to applications running on a cloud 

infrastructure and delivered as services over the Internet 

in a convenient, on-demand fashion [9;]. This IT model 

is also characterized by low entry-costs [10] thereby 

enabling clients to overcome potential budgetary 

constraints. On the downside, however, the cloud 

computing model has also been associated with some 

significant risks and challenges, such as security-related 

[7; 11] and performance risks [7] which inhibit its 

adoption. Thus, while faster time-to-market, automatic 

scalability, and convenience of subscription-based 

payment models facilitate the development of the so-

called operational backbones, perceived risks may stall 

SaaS adoption decision.  

Consequently, as extant studies suggest, the role of 

trust in the adoption of SaaS and cloud computing is 

increasing [5; 12]. Nonetheless, these studies focus 

solely on trust in security and overlook the importance 

of vendor characteristics, such as their expertise and 

competency level, which are essential in building trust 
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with clients and help them to overcome perceptions of 

uncertainty and risk associated with pursuing SaaS. In 

this respect, the definition and operationalization of trust 

should capture its multi-dimensional nature and aspects 

which are of particular importance in the context of 

SaaS adoption decision. Another important aspect of 

trust concerns institutional influences which may play 

an important role in shaping client’s awareness of new 

technologies, particularly in the early stages of 

innovation adoption [13]. Overall, due to the limitations 

of prior studies concerning the role of trust in the SaaS 

adoption decision and the importance of potential 

benefits that this model offers, particularly in the context 

of digital transformation initiatives, our study appears 

both important and timely. 

The key goal of our research is to investigate the 

role that trust plays in the decision to adopt the SaaS 

model. In doing so, we strive to find an answer to the 

following research question: What is the role of trust in 

mitigating perceptions of SaaS-related risk and 

increasing the propensity to adopt the SaaS model? 

The paper is organized as follows. In the next 

section we introduce the theoretical background 

associated with various facets of SaaS-related risk and 

the role of trust in the decision to adopt this IT sourcing 

model. Further, we describe our research method, which 

is followed by the presentation of results. Then we 

discuss our findings, explain implications, and close the 

study with concluding remarks. 

2. Research Background 

2.1. SaaS-related risk 

The SaaS model, with the global market valued at 

99 billion USD in 2019 [14], continues to gain 

popularity. Nevertheless, its potential to become a 

reliable and universal IT model for delivering all types 

of application services such as ERP systems, production 

and engineering applications, has been questioned [7]. 

In particular, because of the multi-tenant nature of SaaS 

applications, their adjustments to idiosyncratic business 

processes are significantly more limited than in the case 

of on-premise implementations [15]. Consequently, 

despite potential cost savings, clients may be unable to 

reap the expected benefits from the adoption of such 

systems.  

The idea of an on-demand provisioning of 

application services from the third-party owned data 

centers, which is central to the SaaS model, dates back 

to the late 1990s, the height of the dot.com boom [e.g., 

16]. The Application Service Provisioning (ASP) model 

was depicted as the modern form of pay-as-you-go 

business computing, touted to reduce Total Cost of 

Ownership (TCO) of IT, provide 24/7 availability of 

applications, increase agility and flexibility of 

organizations, and enable access to cutting-edge 

software and/or skills [16]. Nevertheless, due to the lack 

of cultural, social, organizational and technical 

readiness [16], the ASP model failed to live up to its 

expectations, which eventually led to its demise. 

Because of the shortcomings of the SaaS model 

associated with low customizability of SaaS 

applications and the failure of its predecessor (the ASP 

model), clients may perceive the adoption of SaaS 

applications to be risky. Therefore, we hypothesize that 

the perceived risk of the SaaS model impacts on the 

decision to adopt this IT sourcing model. 

2.2. The role of trust in the adoption of SaaS 

The role of trust was confirmed to be essential for 

establishing long-standing relationships in the IT 

outsourcing context [e.g., 17] and was shown to 

constitute a key success factor in any type of e-

commerce initiative [18]. Extant research suggests that 

trust in the ability, integrity, and benevolence of cloud 

vendors remains an important factor influencing the 

propensity to adopt the cloud computing model [12]. 

Trust in the SaaS delivery model relates to perceived 

quality of services offered by vendors [55], resulting 

from their reputation, experience, and competences, as 

well as financial stability and global scope of operations. 

The role of trust in the SaaS adoption decision is 

exacerbated by the significant number and complexity 

of potential risks related to the SaaS model. Further, the 

McKnight’s Web-Trust Model emphasizes the 

importance of vendors’ experience with and 

competencies related to SaaS technologies in building 

trust-based relationships with clients [18]. Also, in line 

with the key conclusions stemming from the studies on 

ASP and CC adoption, we recognize that SaaS vendor’s 

reputation, global reach of operations [6] and financial 

stability [e.g., 16] may shape the perceived 

trustworthiness of a vendor. 

As recent history shows, SaaS providers are prone 

to financial troubles. Some famous SaaS bankruptcies 

include 2e2 [19] and Cloudmine [20]. Thus, Marston et 

al. [21] emphasize the importance of financial 

transparency, as the risk of cloud provider bankruptcy 

remains a significant concern among many users. 

Clients are also concerned with security [e.g., 7; 11], 

legal [22], economic [7], privacy and performance 

issues as well as the vendor’s capacity to deliver benefits 

related to SaaS applications [e.g., 7; 11]. Consequently, 

major cloud providers such as Amazon Web Services, 

Microsoft Azure and Google Cloud Platform put much 

effort into demonstrating their security credentials by 

acquiring existing security standards (e.g., SOC1, 

SOC2, ISO/IEC 2700) [23]. Salesforce, a producer of a 
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leading SaaS CRM solution, on the other hand, shares 

the data concerning the availability of its systems with 

clients in real-time [24]. Therefore, we hypothesize that 

perceived trust in IT providers influences both the 

propensity to adopt the SaaS model and perceived risk 

surrounding the adoption of this IT sourcing model. 

2.3. Security risks 

Security risks [7; 11; 22] and data security risks 

[25] exert a strong and negative impact on the 

propensity to adopt CC and SaaS. In the SaaS model, 

clients have no control over the datacenter, security 

controls or employment procedures. Thus, the SaaS 

model is also burdened by non-technology related 

vulnerabilities which stem from a lack of employee 

screening and poor hiring practices, lack of customer 

background checks, and lack of security education [25].  

SaaS benefits are derived directly from the lower 

layers of cloud computing, such as PaaS and IaaS. 

Nevertheless, the security of higher layers is dependent 

on the security of lower layers [26; 27]. Furthermore, 

dependencies on and between deeper layers of cloud 

computing will be even more profound when they are 

provisioned by more than one provider [26; 27; 28]. It is 

not uncommon that the SaaS provider relies on platform 

services from another cloud provider, who in turn uses 

infrastructure services provisioned by yet another one. 

Since cloud applications are delivered through the 

Internet, they are also exposed to various external 

security risks, such as denial-of-service (DoS) or 

distributed denial-of-service (DDoS) attacks [29]. 
Therefore, we hypothesize that perceived IT security 

risk related to the use of the SaaS model has an impact 

on the perceived level of risk associated with the 

Software-as-a-Service model. 

2.4. Operational risks 

Prior literature suggests that the perceived 

operational and, in particular, performance risk, have a 

moderate and significant impact on the adoption of SaaS 

[7; 11]. Operational risk is mainly related to the 

possibility that SaaS may not deliver the expected level 

of service in terms of system availability, its resistance 

to erroneous functioning, and employed security 

measures related to disaster recovery and backups, 

taking into account the perspective of services quality 

offered by the vendors. Furthermore, SaaS applications 

are delivered from third-party-owned data centers over 

the public Internet. Consequently, undisrupted delivery 

of application service is dependent on many parties such 

as Internet and SaaS providers over which clients have 

limited control. Also, the risk of service debasement, i.e. 

any reduction in the quality of service received by the 

client [30; 31] and application unavailability may have 

a negative impact on productivity and/or lost revenues. 

Therefore, we hypothesize that perceived operational 

risk related to the use of the SaaS model has an impact 

on the perceived level of SaaS-related risk. 

2.5. Economic risks 

Economic risks were shown to be a strong inhibitor 

of the SaaS adoption [7]. First, SaaS vendors may act 

opportunistically and impose higher charges for their 

services after some initial period. This risk is 

exacerbated by the fact that most IT contracts are 

deficient in charge variation clauses [32]. Second, in the 

SaaS model, it may be harder to control the demand for 

subscription-based services and compliance with the 

licensing terms and conditions, both of which may 

impact directly the subscription charges. In this respect, 

White and Barber [33] posit that SaaS subscriptions are 

not a turnkey fix to licensing complexity, but will 

increase cost risks and add to the demands on SAM 

(Software asset management). They debunk the myth 

that it is impossible to be out of compliance with SaaS 

as there are clear terms and conditions associated with 

the use of SaaS solutions. For example, as Snow 

Software, a global leader in SAM applications, 

emphasizes, with SaaS it may be easier to spin up certain 

IT components without having to pay for them 

immediately [34]. Furthermore, Sautelle and Biehl [34] 

emphasize the economic risk stemming from user 

violations related to using client-side software 

components such as plug-ins and applets, or surpassing 

of geography-related constraints.  

Third, existing studies [e.g., 35] suggest that clients 

possess rather obscure financial data concerning costs of 

internally provisioned IT services. Specifically, the 

Zarnekow and Brenner’s [35] study indicates that cost 

data is often incomplete and based on estimates. High 

accuracy of costs related to application life-cycle 

possessed by IT clients is usually limited to planning 

and initial development stages [35]. Consequently, 

clients may find it difficult to assess SaaS-enabled cost 

savings. In sum, then, we hypothesize that perceived 

economic risk related to the use of the SaaS model has 

an impact on the perceived level of SaaS-related risk. 

2.6. Migration-related risks 

In the SaaS model clients entrust third-parties with 

some of their most valuable assets – mission-critical 

data and rely on them to provide application services 

supporting both daily operations and strategic planning. 

Companies, however, must always rely on these 

services, also during a change of applications or IT 

providers. In this respect, lack of general legal 
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requirement for a vendor to provide clients with data 

export facilities in the EU is a good case in point. In 

consequence, the assistance of SaaS vendor in migration 

to another vendor or on-premises infrastructure depends 

entirely on the client’s contractual agreement with the 

vendor [36]. Thus, if the client decides to terminate the 

SaaS contract, it may face the switching costs related to 

data and/or service migration either to other SaaS 

providers or to an on-premises solution. Further, unless 

there are no switching costs, clients have limited 

bargaining power over IT vendors to provide the agreed-

upon level of service [37].  

Findings of the study conducted by Dutta et al. [38], 

which explores various types of cloud-related risks, 

suggest that IT clients are concerned about the difficulty 

to change cloud vendors even in the case of service 

dissatisfaction. Thus, we hypothesize that perceived 

migration risk related to the use of the SaaS model has 

an impact on the perceived level of SaaS-related risk. 

2.7. Legal risks 

The SaaS delivery model comes with an increased 

reliance on third-party providers as compared to other 

IT delivery models. This reliance may become 

accentuated by inadequate contractual assurances, lack 

of controls and guarantees, risk of non-conformance 

with compliance requirements, and insufficient Service 

Level Agreement (SLA) [28; 32; 39]. In particular, most 

IT contracts fail to meet the requirements of what is 

considered a yardstick for the fair and equitable contract 

thereby exacerbating potential legal ramifications in the 

case of conflict with vendor [32]. Poor contractual 

agreements that fail to reflect all details in the SLA 

which are associated with cloud computing are among 

three major legal risks in the study by Dutta et al. [38]. 

Firms in many industries are bound by various 

regulations (e.g., HIPPA, PCI DSS, SOX, GDPR) 

which impose on them strict requirements related to 

Information System controls, the privacy of personal 

information as well as proper security standards. Failure 

to comply with these regulations may lead to a 

compromised reputation, financial losses and even the 

suspension of business operations. Further, pursuing the 

SaaS delivery model may expose clients to issues and 

risks surrounding data residency. In particular, legal 

rights based on which a public institution or the 

government is granted access to the firm’s data may 

vary significantly between countries. Also, as 

demonstrated by Dutta et al. [38], inconsistent data 

protection laws adopted by different countries where 

cloud data are generated and stored constitute the 

second most severe issue surrounding cloud computing 

adoption. Therefore, we hypothesize that perceived 

legal risk related to use of the SaaS model influences the 

perceived level of SaaS-related risk. 

2.8. Institutional pressures 

Extant literature on IT adoption [40; 41] 

emphasizes the role of institutional pressures 

comprising external coercive and mimetic pressures and 

norm-setting influences such as these exerted by 

professional IT community. Further, a study by Saya et 

al. [42] illustrates that institutional influences (e.g., 

government regulations, pressures exerted by 

customers, suppliers, competitors, strategic partners and 

professional bodies) have strong and significant impact 

on perceived accessibility, scalability, cost effectiveness 

and security profile of cloud computing. Institutional 

Theory posits that decisions made by organizations may 

be determined by three mechanisms: 1) organization 

may be under pressure from organizations they are 

dependent on, 2) they mimic decisions made by their 

competitors, usually sector leaders, and finally 3) their 

viewpoint may be shaped by the impact of professionals 

and existing norms [43]. External pressure accounts for 

both coercive pressures and mimicking behaviors. 

Professional influence accounts for the impact 

stemming from the growing professionalization of the 

IT sector. Therefore, we hypothesize that both external 

pressures and professional influence will influence the 

perceived SaaS-related risk and the level of trust in SaaS 

vendors. 

3. Research Method 

As presented in the previous section, there exist 

many considerations related to trust and risk during the 

decision to adopt the SaaS delivery model. Accordingly, 

the variables trust (T) and risk (R) constitute the basis of 

the proposed model exploring the role of trust and risk 

when making a decision to adopt the SaaS delivery 

model in an organization (Figure 1).  

The conducted literature review, summarized in the 

previous section, points out that risk should be treated 

as a complex construct. As a result, drawing from the 

risk-benefit models adopted in prior studies [7; 11], in 

our model the general SaaS-related risk is treated as a 

mediator for a number of indirect determinants (Figure 

1), representing particular types of risk, such as: security 

risk (SR), migration risk (MR), economic risk (ER), 

operational risk (OR) and legal risk (LR). 

IT adoption literature points out that perceived trust 

and risks associated with the use of technology might 

depend on opinion leaders, competitors, vendors, and 

other stakeholders. Isomorphic changes are driven by 
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coercive, mimetic and normative pressures [7; 11], 

which are related to professional influence and external 

impact related to mimetic and coercive influences. 

Therefore, the model includes connections between 

professional influence (PI) and external pressure (EP) 

being external variables, and T and R highlighted as 

direct determinants of propensity to adopt SaaS (PAS). 

As discussed earlier, prior studies support belief 

that trust in third-parties is an important factor 

associated with their perceived expertise, integrity, 

financial stability and, as a result, possibility of long-

standing relationships [12; 17; 21]. Based on these 

premises, a relationship between trust and risk is 

enclosed in the proposed model (Figure 1). 

The existence of dependency relations between 

variables in the model (Figure 1) was verified through 

12 hypotheses introduced in the previous section and 

summarized in Table 1. Quantitative research was 

applied with data collection based on the survey as the 

research instrument. Gathering of responses was 

conducted by the means of computer-assisted web 

interview (CAWI). The survey consisted of two 

sections. The first one introduced a set of respondent 

classification questions. The second part of the survey 

consisted of 38 statement assertions formulated in 

accordance with referenced studies considering the 

SaaS perspective – 3 to 5 statements for each 

connection. Each question was measured using a 7-point 

Likert scale. More details about the research instrument 

can be found at https://tinyurl.com/saasdata. 

Because of the lack of a reliable sampling frame, it 

is difficult to conduct a random sampling for all 

potential SaaS technology users. Therefore, similar to 

Wang et al. [57], this study adopted a non-random 

sampling technique (i.e. convenience sampling) to start 

collecting the sample data. Subsequently, to have a 

proper sampling frame and a representative sample for 

the entire population, organizations of various sizes and 

years of activity, from various regions and sectors were 

chosen. The research data was collected via CAWI and 

during face-to-face meetings. 

The proposed multidimensional model was verified 

by the means of the Partial-Least-Squares Structural 

Equations Modelling (PLS-SEM) approach, a second-

generation technique [44] also referred to as the path 

analysis with latent variables [45]. PLS-SEM is well 

suited not only for predictive models but also for the 

confirmation of research models, especially in their 

early development stages [46]. It is also appropriate for 

suggesting cause-effect relationships [47; 48]. A two-

step process integral to PLS-SEM was conducted [49], 

encompassing the assessment of the outer model 

followed by the evaluation of the inner model: 

• outer model - evaluation of indicator reliability 

(loadings), internal consistency reliability 

(Composite reliability, CR) as well as convergent 

(Average variance extracted, AVE) and 

discriminant (Heterotrait - monotrait ratio, HTMT) 

validity [49]; 

• inner (structural) model - including criteria such as: 

the coefficient of determination (R2), the 

blindfolding-based cross-validated redundancy 

measure (Q2), and the statistical significance and 

relevance of the path coefficients [50; 51]. 

4. Research Results  

During the period of 7 months, starting January 

2019, 154 surveys have been received. As all 

respondents indicated sufficient knowledge and 

experience with SaaS applications, no observations 

were deleted from the sample. In PLS-SEM the 

minimum sample should meet one of the following two 

conditions [44]: (1) ten times the largest number of 

formative indicators used to measure one construct; or 

(2) ten times the largest number of structural paths 

directed at a particular latent construct in the structural 

model. It follows than that our sample meets the 

requirements concerning the minimum sample size. 

Figure 1: Research Model 
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Table 1: Research Hypotheses 

Hypoth. no. Connection Hypothesis 

H1 T -> PAS The perceived trust in the Software-as-a-Service delivery model influences the 

decision to adopt SaaS. 

H2 R -> PAS The perceived risk of using the Software-as-a-Service delivery model influences 

the decision to adopt SaaS. 

H1.1 T-> R The perceived trust in the Software-as-a-Service delivery model influences the 

perceived risk of using SaaS. 

H2.1 SR-> R The perceived security risk of using the Software-as-a-Service delivery model 

influences the perceived general risk of using SaaS. 

H2.2 MR -> R The perceived migration risk of using the Software-as-a-Service delivery model 

influences the perceived general risk of using SaaS. 

H2.3 ER-> R The perceived economic risk of using the Software-as-a-Service delivery model 

influences the perceived general risk of using SaaS. 

H2.4 OR-> R The perceived operational risk of using the Software-as-a-Service delivery model 

influences the perceived general risk of using SaaS. 

H2.5 LR-> R The perceived legal risk of using the Software-as-a-Service delivery model 

influences the perceived general risk of using SaaS. 

H1.1.1 PI-> T Opinions of professionals impact on the perceived trust in the Software-as-a-

Service delivery model. 

H1.1.2 PI-> R Opinions of professionals impact on the perceived risk of using the Software-as-a-

Service delivery model. 

H2.1.1 EP -> T The perceived external pressure impacts on the perceived trust in the Software-as-

a-Service delivery model. 

H2.1.2 EP -> R The perceived external pressure impacts on the perceived risk of using the 

Software-as-a-Service delivery model. 

Survey participants classification data pointed out 

that respondents represented various: job experience 

(from a couple of months up to 40 years), services 

delivery methods used (on-premise, SaaS and hybrid), 

current use of SaaS (yes and no), type of job position 

(specialists, management and top management), 

departments (18 have been distinguished), sectors (25 

have been indicated in accordance with Statistical 

Classification of Economic Activities in the European 

Community, NACE), capital source (domestic and 

foreign), company size (from below 9 employees to over 

1000) and SaaS use experience (from beginners to 

seasoned practitioners). Obtaining responses from 

employees representing a wide spectrum of 

characteristics enabled us to generalize the survey 

results. 

The outer model validation results proved the 

proposed model to be valid as indicators satisfied the 

required threshold values: loadings (>0.708), composite 

reliability (>0.70 and <0.90), average variance extracted 

(>0.5) and heterotrait-monotrait ratio (<0.9). The 

positive result of the outer model validation enabled us 

Figure 2: Research Model Validation 
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to conduct the regression analysis and thus to verify the 

12 stated hypotheses given in Table 1 and illustrated in 

Figure 1. More details about the PLS results can be 

found at: https://tinyurl.com/saasdata.  

Figure 2 presents the inner model validation results. 

In accordance with statistics rules for inner model 

validation, paths were evaluated by calculating p-values 

and t-statistics. The standardized β-coefficients were 

calculated to measure the strength of the connections 

and the coefficient of determination (R2) was 

determined to explain the power of relationship. 

As the proposed model, defined in Figure 1, is 

multidimensional, the total effects of variables on PAS 

were calculated as the sums of the variables’ direct and 

indirect impact on PAS. Calculating such indicators 

allows us to better explain the extent to which the 

determinants influence the propensity to adopt SaaS in 

the trust-risk context (Table 2). 

Table 2: Total Effects of Particular Variables on 

Propensity to Adopt Software-as-a-Service 

Variable Direct Indirect Total 

T  0.382 0.056 0.438 

R -0.344  -0.344 

PI  0.129 0.129 

OR  -0.124 -0.124 

EP  0.1 0.1 

MR  -0.082 -0.082 

SR  -0.077 -0.077 

LR  -0.049 -0.049 

ER  -0.039 -0.039 

 

According to Table 2, all variables except risk (R) 

have an indirect effect on the decision to adopt SaaS. 

However, MR, SR, LR and ER indirect impact on PAS 

must be acknowledged as not significant due to beta 

value being lower than 0.1. 

5. Discussion 

The study results, presented in Figure 2 and Table 

2, enable us to formulate several conclusions both from 

theoretical and practical perspectives. Interpreted from 

the theoretical standpoint, they allow us to explain the 

Software-as-a-Service adoption decision from the trust 

and risk perspectives. 

First and foremost, both trust (T) and risk (R) turned 

out to impact the propensity to adopt SaaS (PAS), hence 

hypothesis H1 and H2 were confirmed. Moreover, the 

significance level and the strength of influence turned 

out to be highly similar for both variables (Figure 2). T 

(β=0.382, p<0.001) and R (β=-0.344, p<0.001) were 

confirmed to significantly affect PAS with a moderate 

strength. This highlights that the decision to adopt SaaS 

in an organization depends on the trust in the SaaS 

delivery model and perceived risk associated with its 

use. General trust can be interpreted as referring to trust 

in SaaS providers and stability of SaaS-based solutions. 

Risk concerns all perceived threats resulting from SaaS 

use as compared to on-premise solutions. The current 

study results, highlighting trust and risk as important 

determinants of technology adoption, are convergent 

with findings of prior studies indicating the important 

role of trust for long-standing relationships in the IT 

outsourcing context [e.g.17] and emphasizing the SaaS 

adoption’s link with perceived risks [11; 22]. 

On the one hand, not surprisingly, trust has been 

confirmed to influence the risk as hypothesis H1.1 has 

been supported (Figure 2). On the other hand, a 

relatively low strength of relationship (β=-0.162) was 

not the expected value. This means that promoting trust 

in SaaS mitigates the perceived risk associated with its 

use; however, it should not be applied as a main 

solution.  

The direct impact of the variable T on the variable 

R increases T’s total impact (β=0.438) on PAS (Table 

2) due to an additional indirect influence (β=0.056). 

This allows us to recognize trust as a significantly more 

important determinant of propensity to adopt SaaS than 

risk. Such a finding supports the results of the study [12] 

highlighting that the integrity, benevolence and 

competencies of vendors are very important factors 

influencing the propensity to adopt a cloud computing 

model. 

Trust and risk explain propensity to adopt SaaS in 

36 percent (R2=0.356). In technology adoption research 

field, such a value of R2 where only one perspective is 

evaluated, is recognized as a moderate one [56]. In this 

respect, the study of Lustofin et al. [52] points out that 

the business-IT alignment perspective is an even more 

important approach in explaining propensity to adopt 

SaaS as it explains PAS in 59 percent. Nevertheless, a 

moderate R2 implies that the trust and risk perspectives 

should be an integral part of cloud adoption models.  

Apart from PAS, our model also identified 

antecedents of variables R and T. Risk is explained to a 

high degree in 64 percent (Figure 2). All ascribed types 

of risks, such as security risk (SR), migration risk (MR), 

economic risk (ER), operational risk (OR) and legal risk 

(LR) have been confimed to influence general risk (R), 

hence hypoteses from H2.1 to H2.5 have been 

supported. Such a result higlights the importance of 

studying various types of risk for technology adoption 

and is convergent with prior studies [7; 11; 53]. 

Nevertheless, different types of risk turned out to affect 

the perception of general risk to a varying degree 

(Figure 2). The most important risk determinant is 

operational risk (β=-0.361, p<0.001), while legal 

(β=0.141, p<0.05) and economic (β=0.114, p<0.05) 

risks turned out to impact the general risk perceptions to 
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a much lesser degree. In contrast to results obtained by 

Benlian and Hess [7] and Kim et al. [11], our study 

suggests that operational risk exerts a stronger impact 

on the overall SaaS-related risk perceptions than 

security risk. In a similar vein, by showing that 

economic risks have a weak, yet significant, impact on 

the SaaS-related risk, our results call into question 

findings of a study by Kim et al. [11] which suggests 

economic risk is an insignificant determinant of SaaS 

adoption decision. 

According to Figure 2, professional influence (PI) 

and external pressure (EP) influence only perceived 

trust in the SaaS delivery model (H1.1.1 and H1.1.2) as 

hypotheses regarding impact on risk (H2.1.1 and 

H2.1.2) were rejected. Trust depends moderately 

(β=0.335, p<0.001) on PI and to a lower extent 

(β=0.265, p<0.001) on EP. PI and EP also explain trust 

to a moderate extent (R2= 0.253). Opinions of experts in 

the SaaS field play a significant role in building 

perceived trust in using SaaS but turn out to be rather 

irrelevant as far as perceptions of SaaS-related risks are 

concerned. Similarly, current trends, principles, best 

practices and solutions promoted by external experts 

and providers in the sector represented by an 

organization appear to influence the perceived trust in 

the SaaS delivery model but not the perception of related 

risks. In this respect, our findings support prior studies’ 

results confirming that institutional isomorphic pressure 

has a positive effect on increasing stakeholder trust [e.g., 

54]. However, in turn, isomorphic changes’ influence on 

risk appears not to have been explored in extant studies. 

The current research results also have implications 

for practitioners. First, as trust occurred the most 

important determinant influencing propensity to adopt 

SaaS (Table 2), organizations should concentrate in 

assessing potential SaaS offers from the following 

perspectives: 

• trust in the vendor: financial stability, long-term 

business prospects and long term support; 

• trust in the delivery model of IT solution (system or 

application): stability of the cloud-based delivery 

method, stability of pricing system, long term 

availability and maintenance of products. 

Second, as professional influence and external pressure 

occurred to significantly influence trust in SaaS (Figure 

2), organizations should build trust in the SaaS delivery 

model with the help of opinions of external experts and 

articles in professional press. In particular, vendors 

should utilize such channels to promote their offer as 

trustworthy. In this respect, our results suggest that 

vendors may shape the adopters’ perception of trust to a 

certain extent and might employ external experts to this 

end. 

Third, our results suggest that risk, being also 

confirmed as an important SaaS adoption antecedent, 

must be considered by organizations just as much as 

trust. However, an important implication stemming 

from the current study’s results relates to differentiation 

in risk types’ impact on propensity to adopt SaaS 

(Figure 2). According to our results, organizations 

adopting SaaS or vendors offering SaaS-based solutions 

should concentrate on aspects associated with 

operational, security and migration risks. The analysis 

of economic and legal risks should not be omitted; 

however, it may be conducted to a less complex extent. 

Such an implication might be especially crucial in the 

case of a tight project schedule and limited time 

available for choosing SaaS vendor or application. 

Fourth, our risk-related results shed some light on 

the cooperation between SaaS providers and adopters. 

Our findings illustrate that operational issues are of 

paramount importance for SaaS adopters and these 

should be secured by appropriate contracts and SLAs. In 

addition, our results highlight the importance of 

dependence on provider by revealing some importance 

of migration-related risk. This suggest the need of 

securing appropriate migration-supporting tools and 

clauses in contracts and SLAs. 

Finally, our results illustrate that cost-related 

considerations might be underestimated or overlooked 

by practitioners. This might suggest that SaaS adopters 

and providers reveal a limited awareness of SaaS-related 

costs. 

6. Conclusion 

The current study investigated the role of risk and 

trust in the Software-as-a-Service (SaaS) adoption 

decision. In so doing, a multi-layered model explaining 

antecedents of the propensity to adopt SaaS has been 

proposed and validated using the Partial Least Squares 

(PLS) research approach. The employed research 

approach allowed us to conclude that trust plays a 

central role in the SaaS adoption decision both directly 

and indirectly influencing the decision to adopt SaaS 

and also being influenced by external factors, such as 

professional influence and external pressure. As such, 

the findings shed more light on the trust shaping 

mechanisms in the SaaS context illustrating the 

influence of external stakeholders. In addition, various 

types of risk have been analyzed and the significant role 

of operational risk has been found. The results achieved 

should be valuable for practitioners and researchers. 

Practitioners may draw from our findings while building 

trust and minimizing perception of risk in the SaaS 

context. They may also improve relationships between 

SaaS adopters and providers. Researchers, in turn, are 

encouraged to incorporate trust and risk as central 

concepts in their investigations into determinants of IT 

adoption in general and cloud computing in particular.  
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The study limitations mainly result from the 

model’s multidimensional construction. In this respect, 

trust is explained in only 25 percent, which suggests that 

it is especially advised to investigate additional 

antecedents of trust in future research. Risk factors, in 

turn, are identified to a much higher degree. 

Nevertheless, risk’s R2 value of 0.64 highlights that 

other important types of risk influencing perceived 

generic risk of SaaS adoption exist and should be 

studied in further research. Another limitation concerns 

the small sample size, which limits the generalization of 

findings. 
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