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Abstract

Advances in Artificial Intelligence (AI) have led to the rise of human-AI collaboration. In healthcare, such collaboration could mitigate the shortage of qualified healthcare workers, assist overworked medical professionals, and improve the quality of healthcare. However, many challenges remain, such as investigating biases in clinical decision-making, the lack of trust in AI and adoption issues. While there is a growing number of studies on the topic, they are in disparate fields, and we lack a summary understanding of this research. To address this issue, this study conducts a literature review to examine prior research, identify gaps, and propose future research directions. Our findings indicate that there are limited studies about the evolving and interactive collaboration process in healthcare, the complementarity of humans and AI, the adoption and perception of AI, and the long-term impact on individuals and healthcare organizations. Additionally, more theory-driven research is needed to inform the design, implementation, and use of collaborative AI for healthcare and to realize its benefits.

1. Introduction

Artificial intelligence (AI) refers to the attempt to reproduce humans’ cognitive abilities using artificial, computer systems [27]. AI systems can now learn from data, identify patterns and make decisions. After years of advances in AI techniques, especially with the emergence of deep learning algorithms, AI has finally left the realm of science fiction and become commercially important. For example, autonomous driving is a key application of AI, with the projected value of the global autonomous vehicle market expected to reach $557 billion by 2026 [2].

Thus, AI along with other computing technologies is transforming the way in which businesses and industries operate. Businesses are seeing a number of jobs being replaced entirely by AI e.g., telemarketers, and receptionists, but they are also finding means to use AI to augment existing human capital. According to Deloitte’s Global Human Capital Trends survey [6], 60% of respondents stated that their organization was using AI to assist rather than to replace workers. Furthermore, organizations reported using AI to assist workers mainly for consistency and quality improvements, as well as productivity enhancement. This shows evidence of the emerging phenomenon of human-AI collaboration, which is suggested to improve performance in multiple ways, as compared to using AI as a tool [28]. We define collaboration as an evolving, interactive process whereby two or more parties actively and reciprocally engage in joint activities aimed at achieving one or more shared goals [3]. Human-AI collaboration then refers to the collaboration between single or multiple humans and AI systems. In contrast to the situation where AI systems were mainly automating routine human tasks in the past, human-AI collaboration implies that AI systems work jointly with humans like teammates or partners to solve problems. For example, consider a clinical decision support system (CDSS) for diagnosing the stage of cancer collaborating with the physician to complete the diagnosis.

Indeed, healthcare is a critical context for human-AI collaboration. The World Health Organization in its 2019 World Health Report, highlights a persistent global shortage of physicians, with an average of only 15 doctors per 10,000 people [29]. Furthermore, medical professionals are routinely overworked – and even more so during pandemics, which leads to decreases in healthcare quality and potential life-threatening human errors [25]. Given such severe manpower shortages, human-AI collaboration that augments the work of healthcare professionals could reduce their workload and improve the quality of service, which in turn can positively impact many health-related outcomes. For example, empirical studies have shown that CDSS can improve healthcare professionals’ efficiency [24] and effectiveness [14]. Collaborations of humans and AI systems are seen to achieve superior performance using collective intelligence [28]. For example, Tschandl and colleagues found that AI-supported clinical decision-making improved skin cancer diagnostic accuracy over that of either AI or physicians alone [57].

Other than the challenges facing healthcare professionals, for patients and their families, it is reported that as little as 3% of the U.S. population can afford even part-time care support from a human caregiver [20]. At the same time, there is an increasing
demand for caregivers, with the widespread prevalence of chronic diseases and ageing-related ailments. This suggests a value proposition for interactive caregiver robots or other AI systems that can collaborate with patients to improve healthcare. These patients may then be able to enjoy more engagement and better quality of care at reduced costs.

In order to identify the current state of research in human-AI collaboration in healthcare, we conducted a literature review to investigate how researchers across multiple disciplines studied the design and implementation of AI systems for collaboration with humans in healthcare, the adoption and use of such systems, and the evaluation of outcomes of such collaboration. We aimed to identify gaps in understanding and propose directions to guide future IS research. This paper is structured as follows. First, we introduce related work and research methodology. We then categorize and discuss the distribution of papers along various aspects. Subsequently, we synthesize major themes from our review and identify gaps in understanding. Finally, we conclude the paper by proposing future research directions.

2. Related work

Although the capabilities of modern AI have been largely improved with the development of big data and deep learning techniques, there are still multiple challenges to achieving the benefits of human-AI collaboration in healthcare. First, researchers have pointed out the perils of using biased AI systems, e.g., diagnostic systems using datasets that are imbalanced with respect to race or other demographics [19]. Biased AI systems can diminish rather than augment human intelligence in collaborative decision-making. Second, many machine learning methods, especially deep learning models, lack interpretability and transparency. They are typically “black box” models that are unable to give a rationale or explanations for their decisions. This may impair the trust between healthcare users and the AI system, which in turn hinders their collaboration [50]. Third, there are still critical issues with healthcare users’ adoption of AI technology, which implicates human-AI collaboration. In a poll conducted by HIMSS Analytics, over a third of healthcare professionals expressed apprehension about adopting AI due to concerns about the alignment of the AI systems goals with theirs, and the perceived immaturity of the technology [10]. Fourth, there are multiple challenges related to the behavioral and social aspects of human-AI collaboration in healthcare, which also impact their adoption. Other than the lack of trust in AI [50] [31], humans and AI systems are often unable to infer each other’s goals and intentions [11], which is necessary to resolve conflicts that may occur. In healthcare, there are also concerns about who is accountable for the outcomes in a human-AI collaboration [21], e.g., a treatment decision that results in a patient’s death. Psychologically, issues of autonomy and control also surface when healthcare professionals are expected to consider AI systems as teammates rather than tools [23]. In the medical profession particularly, clinical autonomy has remained the defining characteristic of power and status of healthcare professionals, which would be difficult for them to relinquish [1]. Finally, there are organizational challenges around human-AI collaboration in healthcare. For instance, healthcare organizations (e.g., hospitals) are not necessarily convinced about the performance impacts of human-AI collaboration, which hinders their investments in collaborative AI systems. According to a survey conducted by Olive AI in 2019, just 23% of hospital executives said they were seeking to invest in AI and robotic process automation (RPA) solutions today [17]. Additionally, organizations are often unaware of the changes needed in workflows and the required skills for professionals to collaborate with AI systems [23].

In sum, human-AI collaboration in healthcare shows much promise, but also faces significant challenges, which present important opportunities for IS researchers. Technology-mediated collaboration has been a strong focus of IS research (e.g., [4]), and these insights can be used to improve human-AI collaboration in healthcare. Thus, it would be valuable to assess the prior research on this topic and identify promising directions for future research for IS scholars in this area.

In this regard, we identified five recent review papers related to the topic of human-AI collaboration. All five papers acknowledged the utility of AI applications across healthcare domains but focused on specific healthcare aspects. First, Pacis and colleagues [18] discussed various AI applications in telemedicine, proposed four trends for future applications, and identified challenges in their implementation. Focusing only on one specialization, psychotherapy, Miner and colleagues [16] outlined four approaches and dimensions of care that conversational AI will affect when integrated into mental health service delivery. Focusing on surgery and surgical data science (SDS), Vedula and Hager [26] suggested that SDS could transform passive surgical technologies into an interactive platform that can collaborate with and actively assist physicians. Motivated by the “black box” problem in AI techniques, Lai and colleagues [13] reviewed research on CDSS with respect to the role of explanations. Finally, Seeber and colleagues [23] surveyed 65 collaboration researchers and developed a research agenda for team collaboration with AI, comprising three design areas, i.e., machine artifact design, collaboration design, and institution design.
However, this was for team collaboration in general, and not specific to healthcare

Thus, we did not find a review addressing the research on human-AI collaboration in healthcare in general, which is our objective. This is highly relevant to IS researchers, including scholars who study collaboration, AI, and healthcare, and who may not focus on a particular healthcare specialization.

3. Research methodology

This study followed the prescribed steps to conduct a systematic literature review [12]. To include papers published across multiple relevant disciplines, such as computer science, information systems, health informatics, and medicine, we searched five major databases, i.e., INFORMS PubsOnLine, AIS eLibrary, PubMed, Scopus and ACM Digital Library. To cover the major IS journals, we also separately searched the Senior Scholars’ Basket of Eight IS Journals, i.e., European Journal of Information Systems, Information Systems Journal, Information Systems Research, Journal of Association for Information Systems, Journal of Information Technology, Journal of Management Information Systems, Journal of Strategic Information Systems, and MIS Quarterly. We considered both peer-reviewed conference and journal papers.

Particularly, in the last decade, the availability of big data and faster processing has allowed deep learning to become mainstream, enabling many breakthroughs in AI [7] [9]. Furthermore, a report from McKinsey indicated that a big data revolution in healthcare has been occurring through AI since roughly 2010 [15]. Given the rise of big data and deep learning in AI in the last decade, we chose the time period for our search from 2010 onwards. The search query we used was inclusive: (AI OR "artificial intelligence" OR "decision support system" OR DSS OR "machine learning" OR "deep learning" OR "neural network" OR "robot" OR "intelligent agent" OR "autonomous agent") AND (collaboration) AND ("healthcare" OR "health" OR "clinical" OR "medical").

Through a broad search using the search query on the specified databases, IS journals and time period, we identified 1019 papers as of June 2020. In the second stage, we scanned the abstracts of these papers and excluded irrelevant papers in which AI applications in healthcare were briefly mentioned as examples but were not the focus of study. This stage resulted in 633 papers. In the third stage, we scanned the full-texts of the second-stage papers and excluded irrelevant ones. These papers were mainly excluded for four reasons: 1) the word “collaboration” was only used in proper nouns, e.g., “The International Skin Imaging Collaboration Challenges”; 2) the word “collaboration” was used only to indicate the collaborators of the papers; 3) rather than human-AI collaboration, the papers focused on interpersonal collaboration (e.g., patient-physician and multi-physician), multi-institutional collaboration, multi-robot collaboration and interdisciplinary collaboration; 4) the focal artifacts did not have some degree of intelligence to help human solve problems, and instead were fully-controlled by humans, such as endoscopes. After the full-text filtering, we ended up with 28 papers as relevant for our review.

4. Findings

In this section, we discuss the distribution of the 28 peer-reviewed conference and journal papers over time, publication outlets, diseases, clinical practices, and research methods. Last, we identify the research themes and theories employed by these 28 papers.

4.1. Distribution over time

As shown in Figure 1, research related to human-AI collaboration in healthcare showed an increase over time. Given the advances in AI techniques, AI systems are becoming more intelligent and working together with humans on more complex tasks than before. With the current Covid-19 pandemic, we expect more studies on this topic in the near future. There is still much potential for growth of research in this area, as the absolute number of studies is still quite small.

![Figure 1. Number of papers across years](image)

4.2. Distribution over publication outlets

The journals and conferences where the 28 papers were published are listed in Table 1. Two papers each were published in Interaction Studies and Procedia Computer Science, while the other conferences and journals had 1 paper each. As can be seen from the publication outlets (and what we expected), human-AI collaboration in healthcare is a multidisciplinary topic. These journals and conferences cover multiple fields, such as information systems, computer science, health informatics, and medicine. With the limited number of IS outlets covered, there is a largely untapped opportunity for IS journals and conferences to become more receptive to and encourage submissions in this area.
In terms of diseases, 15 papers examined human-AI collaboration in generic (not disease-specific) use cases, as seen in Figure 2. Of these, 4 papers focused on robot-assisted surgery targeting at any disease, e.g., [51] [59]. Two papers developed coding systems which translated free-text physician notes into standards-based executable cohort definition queries [60] or diagnostic codes [55]. Two papers designed service robots for patients which provide interactive services, such question answering, chatting [42] and medication adherence [53]. Two papers developed solutions to assist nurses with various operations i.e., [34] [50]. One paper designed a collaborative environment to provide better rescue services for elderly [44]. Apart from the general-purpose studies, three papers targeted cancer diagnosis, i.e., skin cancer [57], prostate cancer [38], and breast cancer [58]. In addition, two papers focused on dementia, i.e., [36] [47]. The remaining 9 papers covered other individual diseases, as shown in Figure 2.

Figure 2. Number of papers across diseases
Although developing a generic solution for all diseases can seem efficient (as was seen in the majority of the 28 papers), it is important to understand whether considering characteristics of different diseases and their specialized care requirements in the AI system would further improve the quality of care. In this regard, it would be valuable to conduct more studies on human-AI collaboration, particularly for highly-prevalent and burdensome diseases.

4.4. Distribution over clinical practices
We further classified the papers based on targeted clinical practices. As Figure 3 shows, the most studied clinical practice is treatment (11), followed by robot-assisted surgery (4) and diagnosis (4). For the 3 papers focusing on multiple practices, 2 papers developed multi-component AI systems for both diagnosis and treatment, i.e., [33] [35], while the remaining paper developed an assistive robot for helping nurses with various operations during patient care [50].

Apart from healthcare professional-AI collaboration and patient-AI collaboration, AI systems could also help clinical researchers through their ability to process massive volumes of free-text medical data [55] [60] and laboratory test results [41]. Two papers developed AI systems for disease prevention, i.e., dementia [47] and musculoskeletal disorders [40]. Among the clinical practices, human-AI collaboration in prognosis is relatively less studied, with only 1 paper that designed a predictive algorithm for multiple sclerosis [56]. Though there are currently relatively more studies on treatment practice, there is much potential for human-AI collaboration research in all clinical practice areas methods. As seen in Figure 4, most of the papers (23) adopted design and implementation as a research method. These papers focused on applying various techniques to design intelligent systems e.g., collaborative robots to achieve higher performance in healthcare as compared to humans acting alone without the support of AI.
4.5. Distribution over research methods

In terms of distribution over research methods, we counted a paper multiple times if it adopted multiple methods. (Paper may appear in multiple categories.)

Twelve of these papers conducted experiments to evaluate the developed solutions. Of these, 4 papers performed field experiments with the AI systems evaluated in a natural setting [43] [52] [54] [58]. The other 8 papers conducted experiments in laboratory settings or in simulated environments [40] [48] [49] [46] [50] [51] [57] [59]. One common issue for both the field and lab experiments is the limited number of participants, ranging from 2 to 22, except one study that hired 302 participants [57]. For example, Malik and colleagues developed an interactive robot for children with cerebral palsy but only evaluated this robot with 2 participants [52].

Three studies conducted qualitative interviews to collect users’ feedback [38] [47] [54]. For example, Cai and colleagues [38] interviewed 21 pathologists before, during, and after being presented the AI prediction results for prostate cancer diagnosis, to learn the types of information that they desired from the AI assistant. Two papers performed case studies [45] [34], while one study each conducted a field study [47] and survey [54]. Overall, we see the potential for conducting more field studies and surveys to gain wider understanding, as well as case studies to obtain more in-depth insights.

4.6. Themes of collaboration

We identified the following themes from the 28 studies based on the stages (design and implementation of the AI artifact, its evaluation, adoption), the parties involved in collaboration, and finally the theories employed.

In terms of the design and implementation of AI artifacts involved in collaboration, different AI techniques were employed, e.g., neural network models [38], random forest approach [56], and support vector machine and decision tree [36]. Also, different areas of AI were explored and integrated into the systems, e.g., computer vision [46], speech recognition [53], and natural language processing [55] [60]. Apart from the software components, some papers described the hardware design of the robots or AI medical devices in detail, e.g., a cable-driven robot [58].

With regards to evaluation, only 5 papers did not mention any evaluation of the collaborative system [35] [42] [44] [45] [53] and 1 paper described the proposed evaluation plan but did not actually conduct the evaluation [39]. Among the remaining papers, 8 papers [33] [36] [37] [41] [48] [51] [55] [56] only evaluated the performance of the AI system, without the users, and the metrics were statistically-calculated variables, i.e., true positives, true negatives, false positives, false negatives, sensitivity, specificity, accuracy, precision, recall, F1 score, and Area Under the ROC Curve (AUC) score.

Other papers evaluated the downstream outcomes from human-AI collaboration, e.g., task performance after collaboration [57] [58] [59], task completion time [46] [49] [57], and learning/training results after collaborating with interactive robots [43] [52]. In particular, 4 papers assessed usability and acceptability measures, such as difficulty to use/control [46] [50] [60], satisfaction [54], and safety [50].

Apart from 1 paper, which measured the willingness to use AI through a single item of usability [60], the remainder of the papers did not investigate the adoption of the collaborative AI in healthcare practice. Although it is suggested that collaborating with AI could be beneficial, for example in terms of performance improvement and reduction of task completion time, there are still open questions about their adoption and use. As indicated by Cai and colleagues [38], there are various considerations prior to adoption, for example, information on regulatory approval (e.g. FDA approval), peer-reviewed studies validating the artifact, impact on existing clinician workflows, impact on legal liability, and cost of purchase.

With regard to the parties involved in the collaborations, there are several types of stakeholders in the healthcare domain: healthcare professionals (e.g., physicians, surgeons, nurses, and assistants), patients, clinical researchers, and the AI systems. Fifteen papers...
addressed the collaboration between healthcare professionals and the AI system, e.g., predictive algorithms helping physicians with disease diagnosis [38] [57], and assistive robot during surgery [51]. Particularly, 1 study investigated the collaboration between a robot and the whole surgical team in the operation room [46]. Eight papers focused on patient-AI collaboration targeting different diseases, e.g., work-related musculoskeletal disorders [40], mental illness [43] and Parkinson’s disease [37]. Six papers developed solutions dedicated to vulnerable populations, e.g., children and the elderly who need specific care, with 3 for children [39] [43] [52] and 3 for the elderly [42] [44] [47]. Four papers investigated the collaboration among 3 entities, i.e., patients, AI artifacts, and human assistants/helpers [42] [47] [44] [54], while 2 papers looked at AI collaborations with researchers.

Finally, we found a lack of theory-driven papers in the review. Among all 28 papers, only 2 studies referred to theories to guide their research: 1) Hubbard and colleagues’ work used the “serve and return” early childhood model and the constructionism theory of learning to design their interactive robot [43]; 2) Anya and colleagues’ work used activity theory to guide the modeling of problem solving interactions during diagnosis and treatment [35]. The remaining papers examined human-AI collaboration without considering or investigating the theoretical mechanisms behind such collaboration.

Table 2. The syntheses of review results: findings, research gaps, and future directions

<table>
<thead>
<tr>
<th>Findings</th>
<th>Research gaps</th>
<th>Future directions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research related to human-AI collaboration in healthcare showed an increase over time, but in terms of absolute numbers, this is still limited.</td>
<td>With the challenges summarized in the related work, there is still a lack of related research in healthcare as the absolute number of studies are quite small.</td>
<td>More studies should be conducted, particularly on the topics mentioned below.</td>
</tr>
<tr>
<td>Most of the peer-reviewed papers are published in conferences across multiple fields.</td>
<td>The number of IS outlets covered is limited.</td>
<td>IS outlets should be more receptive to this topic and encourage relevant submissions.</td>
</tr>
<tr>
<td>More than half of the reviewed papers examined human-AI collaboration in generic use cases, followed by cancer and dementia.</td>
<td>We identified the uneven distribution of past research in terms of the disease context studied.</td>
<td>More studies should be conducted on human-AI collaboration particularly for highly-prevalent and burdensome diseases. Specific characterizes of different disease types could be considered.</td>
</tr>
<tr>
<td>Most of the reviewed papers focused on treatment, followed by surgery and diagnosis.</td>
<td>We identified an uneven distribution in terms of clinical practices.</td>
<td>Future research could examine human-AI collaboration in less-studied clinical practices, such as disease prevention.</td>
</tr>
<tr>
<td>Most of the papers adopted design and implementation as a research method.</td>
<td>Compared to design and implementation and experiment, other research methods (e.g., surveys, field studies) are less common.</td>
<td>It is valuable to conduct more field studies and surveys to gain wider understanding and more in-depth insights.</td>
</tr>
<tr>
<td>Research stages: 1) for design and implementation, different AI techniques were employed, and various areas of AI were explored and integrated into the systems 2) for evaluation, some papers did not mention evaluation, while others papers only evaluated the performance of the AI systems 3) for adoption, only one paper measured the willingness to use AI through usability perspective.</td>
<td>1) The reviewed studies focused on very few downstream outcomes from human-AI collaboration. 2) The absolute number of papers focused on adoption is quite small.</td>
<td>1) More behavioral outcomes and social issues should be examined and evaluated. 2) Instead of single task and short-term collaborative outcomes, multiple tasks, evolving and interactive collaboration processes, and long-term impacts should be examined. 3) The organizational outcomes should be considered. 4) More studies are needed to focus on adoption.</td>
</tr>
<tr>
<td>There are four types of stakeholders in the healthcare domain: healthcare professionals, patients, clinical researchers, and the AI systems.</td>
<td>Most of the papers focused on the collaboration between only two parties, especially between healthcare professionals and AI systems. There are relatively fewer studies on patient-AI and researcher-AI collaboration.</td>
<td>More studies could be conducted to investigate collaboration between three or more parties which are not uncommon contexts, e.g., collaboration among physicians, patients, and the AI.</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Only two studies referred to theories to guide their research.</td>
<td>More theory-driven research is needed to understand the mechanisms for human to collaborate effectively with AI systems.</td>
<td>1) Future research could investigate the generalizability of inter-personal collaboration theories to human-AI collaboration. 2) More research can focus on the complementary expertise of human professionals and the AI system. 3) Emotional factors and related theories could be salient in human-AI collaboration, which may be effective at guiding the design of AI artifacts.</td>
</tr>
</tbody>
</table>

5. Future directions

Our findings show an increase in publications about human-AI collaboration in healthcare over time (see Figure 1). As we summarized in the Related Work section, there are many challenges that IS researchers can provide meaningful inputs on, and there is a lack of existing research (as indicated by our review) especially in IS outlets. This can also be done in conjunction with collaborators from related disciplines, as research in this area often requires multi-disciplinary expertise.

Second, our findings reveal the uneven distribution of past research in terms of diseases (see Figure 2) and clinical practices (see Figure 3). Although generalizable AI dealing with multiple diseases using one solution is cost-effective, considering specific characteristics of different disease types may contribute to achieving more effective collaboration. Future research could examine human-AI collaboration in less-studied clinical practices, such as prognosis and prevention; though diagnosis and treatment are the major practices [8], a focus on disease prevention is increasingly being advocated. In addition, the characteristics of different population segments could also be investigated for promoting human-AI collaboration in healthcare. For example, children are considered non-collaborative patients, and less than half of young children are testable with current screening tools [22].

Third, we found that most of the papers adopted design and implementation as their research method. Instead of solely focusing on the development of the AI artifact, it is valuable to conduct more field studies and surveys to obtain deeper understanding in practice.

Fourth, as indicated by our results, only half of the papers (14) evaluated human-AI collaborative outcomes in healthcare, as well as the usability and acceptability of the collaborative technologies. The remaining 14 papers either did not mention evaluation or only evaluated the performance of the AI systems working alone. IS researchers could contribute towards investigating behavioral outcomes and social issues pertaining to ethics, interpretability, accountability, autonomy/control, conflict resolution, trust and cohesion in such collaborations. Furthermore, current studies mainly investigated human-AI collaboration in a single task. However, as we defined in the introduction, collaboration is an evolving, interactive process. Thus, the interactivity of AI systems should be examined for supporting collaboration. Apart from short-term collaborative outcomes, future research should investigate the long-term impacts of human-AI collaboration in healthcare, such as how collaboration might change healthcare professionals’ competences, job roles, and career development in future.

Additionally, it is often unclear whether humans and AI are optimizing for the same metrics. While algorithms are optimized for a specific metric, healthcare professionals might consider other factors, e.g., ethical considerations in the diagnosis of mental illness. As Cai and colleagues’ study indicated [38], it is also important to examine the AI’s medical point-of-view, e.g., its source of ground truth and diagnostic tendency. It may be useful to design methods for AI to take physicians’ recommendations at runtime and evaluate whether this could improve AI performance.

Further, by considering an organizational perspective, IS researchers could examine how healthcare organizations can benefit from the power of human-AI collaboration, as well as how they should adapt their workflow integration, reconfiguration, and...
coordination for this purpose. As workflows and roles would change, future research could investigate how organizations can facilitate such change by training people in the required collaboration competences. At the societal level, more widespread adoption of human-AI collaboration would necessitate a rethinking of medical education programs and how they should be updated.

With respect to adoption, more studies are needed. From healthcare professionals’ perspective, there is a fundamental question about the professional’s perceptions of the AI: when collaborating with AI, do they perceive AI as a teammate, or do they treat the AI as a tool? For example, it is common for physicians to seek a second opinion from peers. Ideally, it should not make a difference whether the peer is another human physician or an AI system. However, it seems likely that when a physician perceives an AI system as a tool, instead of collaborative decision-making we would see an authoritative mode where the physician may override the system recommendations, e.g., of stat doses [32]. In the worst case, even though the AI might be well-developed and trained, its intelligence would not be utilized in practice. To understand people's psychological perceptions of a machine partner, Wynne and Lyons [30] proposed the concept of autonomous agent teammates - a degree to which a human perceives and identifies an autonomous, intelligent agent partner as a highly altruistic, benevolent, interdependent, emotive, and communicative teammate. It is worth investigating this construct or applying other human-agent theories for human-AI collaboration in the healthcare context.

Fifth, our results show that so far there could be four types of stakeholders in human-AI collaboration in healthcare. Most of the papers investigated the pairwise collaboration between the AI systems and the three human parties, particularly the collaboration between the healthcare professionals and AI. There are opportunities for future research to study collaboration between three and more parties, e.g., the integrated AI-based diagnosis platform for patients and physicians.

Last, more theory-driven research is needed to understand the mechanisms for human actors to collaborate effectively with AI systems, the impact brought on by such collaborations, and the factors leading to successful collaborations. Future research could also investigate the generalizability of interpersonal collaboration theories to human-AI collaboration. Such theory-driven research could complement the current, major focus on the design and implementation of collaborative AI-systems (see Figure 4). Even for the design of these systems, it would be important to consider the complementarity of expertise between the AI and the human, rather than only on what the AI can do. Furthermore, emotional factors may be salient in effective collaboration [5], e.g., reactions to a robot co-worker. Research could be conducted to investigate the effects of these factors in human-AI collaborations through affective computing.

In conclusion, this paper provides a timely review of the literature on human-AI collaboration in healthcare, identifies gaps in our understanding, and outlines future directions for IS research (summarized in Table 2).

6. Limitations

This review paper has several limitations that should be considered and extended in the future work. First, we can add more keywords and synonyms (e.g., “teamwork”) into the search query to increase our search recall. Second, we could include more databases across various disciplines. Third, we could use more sophisticated information retrieval tools. For example, we could use topic modelling tools to identify potentially relevant groups of words, allowing us to iteratively and add more to our search filters.
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