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Abstract 

 
The General Data Protection Regulation (GDPR) 

was enforced in the pan-European area on May 25th, 

2018. From the perspective of data access research, 

among others, this introduces significant changes into 

organizations and their practices. However, so far, 

there is limited research offering insights into such a 

new policy phenomenon for organizations from the 

perspective of access to personal data. This paper is 

based on an ethnographic study of a 2-day workshop in 

which five European insurance organizations came 

together to share the results of sensemaking in their 

organizations and knowledge around the GDPR. We 

examined how the participants interpreted the GDPR 

and the compliance challenges they faced. These 

challenges are categorized into four dimensions of 

personal data access, as follows: Procedure, 

Protection, Privacy, and Proliferation. These 

challenges are significant for any organization that 

acts as a processor and/or controller to consider.  

 

 

1. Introduction  

 
On May 25th, 2018 (and in the days and weeks that 

followed), users of online services received numerous 

emails asking if they wanted to stay subscribed to 

mailing lists, as well as requests to accept new cookies 

on websites and consent for mobile phone applications. 

This barrage of requests occurred because the General 

Data Protection Regulation (GDPR) replaced the 

existing Data Protection Directive 95/46/EC (now 

referred to as the DIR95) [10, 40]. This reform aims to 

update data protection and data privacy for 

empowering individuals concerning their personal 

data, as well as harmonizing data protection across 

Europe [8, 47]. 

The GDPR brings change, and now, any 

organization that collects, manages, or uses personal 

data of data subjects in any of the European Union 

(EU) member states is required to comply. Failure to 

comply results in hefty penalties of 4% of the 

worldwide turnover or up to €20,000,000 in fines [7, 

40, 47]. One of the motivating factors for replacing the 

DIR95 was our society’s evolution into a 

technologically distinct era. The DIR95 was generated 

at a time when internet access was not widespread, 

social media was still unheard of, and data were not 

produced by different smart devices [45]. Individuals, 

customers, patients, students, and so forth are now the 

‘data subjects’ of the GDPR [7, 40]. 

Data protection is strongly related to questions of 

data access [42]. Yu et al. [52] stated that, “as a 

significant research area for system protection, data 

access control has been evolving in the past thirty 

years.” In addition, when considering the different 

pieces of the GDPR, a fundamental constituent of 

personal data is data accessibility. Accountability [31] 

requires justifying the access an organization has to 

existing personal data through transparent actions. 

Portability [48] is for facilitating access and control to 

data subjects in organizations and across regions, 

including outside of the EU. The right to be forgotten 

(RTBF) [44] is for deleting any and all access to data. 

Protection necessitates ensuring privacy and that no 

unauthorized access to personal data occurs. This is 

strongly relevant in the GDPR in the concept of 

“privacy by design” [9, 35], where filtering for 

authorized access is pivotal when designing services.  

There is some conceptual or theoretical research 

available on the GDPR, with a heavy emphasis on the 

legal schools of thought (e.g., [31, 47]). As the GDPR 

only recently came into effect, there is not yet much 

empirical research on organizations’ GDPR 

compliance. One of the notable exceptions is Andreou 

et al. [2], who examined Facebook’s response to the 

GDPR’s transparency requirements and how to 

improve social media advertising. The regulations 

throughout the GDPR do not provide implementation 

rules, and they are subject to open interpretation [47]. 
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This means that different organizations can take 

different approaches to ensuring compliance with the 

GDPR. Grundstrom et al. [15] called for research that 

helps understand the organizational challenges when 

dealing with policy (such as the GDPR). In addition, 

Belanger and Xu [3] suggested shifting the focus of 

privacy research in information systems (IS) away 

from the saturated user role to an organizational 

perspective, emphasizing qualitative interpretive 

studies. Against this backdrop, we ask the following 

research question:  

“What data access challenges are imposed by the 

GDPR for personal data in organizations in Europe?” 

We examine data access challenges in five European 

mutual insurance companies that sought to make sense 

of how to comply with the GDPR.  

 

2. Related Research  

 
In this section, we provide some definitions to 

elucidate the fundamentals of the GDPR context 

(Section 2.1). We then define what data access means 

in this paper and briefly summarize relevant research 

on challenges (Section 2.2). Finally, we describe the 

theoretical lens on sensemaking and interpretation 
(Section 2.3).  

  
2.1. The GDPR 

 
The fundamental structure of the GDPR breaks 

down several important topics for consideration when 

dealing with personal data. Tikkinen-Piri et al. [47] 

identified 12 practical requirements for implementation 

as a result of comparing and contrasting the DIR95 

against the GDPR, illustrating the changes taking place 

and how they implicate personal data processors and 

controllers. They argued that processors and controllers 

must also demonstrate their compliance via actions of 

accountability and transparency. Similarly, Khajuria et 

al. [24] offered a 12-point checklist to prepare for 

GDPR compliance. 

For companies that process and control personal 

data, there are certain quintessential terms that must be 

defined, as follows: personal data, processors and 

controllers. Personal data are “any information related 

to an identified or identifiable natural person (‘data 

subject’),” a controller is “the natural or legal person, 

public authority, agency or other body which, alone or 

jointly with others, determines the purposes and means 

of the processing of personal data,” and a processor is 

“a natural or legal person, public authority, agency or 

other body which processes personal data on behalf of 

the controller” [40]. A company acting as a 

controller—determining the purpose and means of 

processing of personal data—may use external 

companies that process data on its behalf. Moreover, if 

a processor uses personal data for its own purposes or 

does not follow the controller’s instructions, it can 

become a controller [31]. Thus, a company can 

intentionally or unintentionally shift between being a 

controller, processor, or both. However, the burden of 

responsibility does not wane when this shift occurs and 

still requires strict compliance. 

 

2.2. Personal Data Access Challenges 

 
The concept of access is employed in a variety of 

contexts [30]. Accessibility is already an established 

research stream in Human Computer Interaction (HCI), 

addressing the needs of persons with disabilities, and it 

is classified in the ACM Digital Library under Human-

centered computing [28]. The concept of access to 

healthcare in the literal sense refers to a person being 

able to receive health services in a clinic or online, 

where their ability to access health services may be 

limited because of demographic characteristics like age 

or ethnicity [33]. The importance of access to data is 

demonstrated through the purposeful actions of 

stakeholders. For any organization, “[a]ccess to data is 

obviously a fundamental business benefit for many 

companies and business ecosystems” [18]. Access to 

personal data is also a means of competitive advantage, 

involving such digital services as personalization [37].  

In contrast to the previous examples, and for this 

paper, we consider access to be both an abstruse and 

intrinsic property of data that is enacted in various 

contexts by different stakeholders. These contexts, 

involving varying levels of complexity, emerge 

through stakeholder and technical interactions [32]. For 

instance, residents in Denmark have access to their 

health data through a central platform called 

Sundhed.dk. The act of a data subject (e.g. the resident) 

using this platform to find personal data is described as 

‘access’, but a clinician may ‘access’ the same health 

data to make a diagnosis. These data can also be 

anonymized and ‘accessed’ by researchers for use in a 

clinical study. In this example, there are three different 

stakeholders and three different reasons for access. 

Considering the GDPR, the undertones of access to 

personal data are ubiquitous. The data subject is 

empowered by the GDPR to play a more distinct 

ownership role. This empowerment is found in the 

form of actions subjects can take and rights that protect 

them. The most apparent instance of access from the 

data subject perspective is the right to access personal 

data [40]. The data subject can take actions like asking 

for confirmation that their data is with a processor 

and/or controller, asking who has used the data, 

verifying their accuracy, or requesting clarification for 
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storage or use purposes (accountability) [31]. The data 

subject can have the data transferred to another 

organization or request them in a machine-readable 

format (portability) [48] or even demand erasure of 

personal data (RTBF) [44]. In addition, data subjects 

are empowered by the fundamental right for privacy 

and procedure of protection [9, 35, 38], to provide or 

revoke consent [35], and to be notified of failures to 

facilitate protection and privacy (e.g., data breaches) 

[42]. Data subjects also have the right to report actions 

not in accordance with the GDPR [47].  

Considering all these actions and rights from 

another perspective, organizations are required to be 

compliant with the GDPR to support the empowerment 

of the data subjects. Koops [27] highlighted the fallacy 

challenges for data protection, which will continue to 

hinder data subjects’ empowerment unless the GDPR 

can be interpreted in a fresh, innovative way. On top of 

this pressure, organizations must reckon with the 

severe punishments associated with noncompliance [7, 

31, 40, 47]. Coupled with the regulation being 

purposefully left open for interpretation for ease of 

adoption into contexts and limited precedent to follow 

[31], organizations face many different challenges in 

facilitating access. For example, portability demands 

that an organization provides digital access to personal 

data in a machine-readable format on request by the 

data subject. However, this was challenging even 

before the GDPR was enforced due to difficulties 

around the process of ensuring data subjects know how 

to ask for access and the lack of digital standards for 

formats [16]. Another challenge for organizations is 

the idea of consent or anonymity. Organizations 

initially need to ask for informed consent from data 

subjects to access, use, or store personal data by 

providing digital or written consent for organizational 

access. The challenge of informing personal data 

subjects of what they are providing consent to access 

has long been a digital challenge [14]. The process of 

anonymization is especially important in medical 

research for primary or secondary reuse [34]. 

Alternatively, personal identifiers within data can be 

removed to provide anonymity.  

 

2.3. Theoretical Lens 

 
This study emphasizes that when new things are 

introduced into organizations, such as novel 

technologies, practices, strategies, or policies, 

sensemaking and sense giving are required, and these 

measures occur among organizational members. 

Organizations have now encountered the need to 

manage and respond to the changes caused by wide 

adoption of digital technologies and related regulatory 

developments. In IS and organizational research, there 

is a long tradition of studying how people make sense 

of and interpret technologies, different kinds of change 

efforts, and strategies in organizations [13, 20–22, 29, 

36, 46, 50]. Such studies have shown that a multiplicity 

of meanings can be attached to a specific technology, 

change effort, strategy, or policy in an emergent and 

continuous process of sensemaking. Unexpected, 

paradoxical, or ironic interpretations and consequences 

may emerge, as Leonardi and Barley [29] or Robey 

and Boudreau [41] demonstrated. 

This study continues along the lines of looking into 

sensemaking and interpretation in organizations around 

the GDPR, more specifically, around organizational 

compliance. Especially, the study considers 

sensemaking around the challenges in this endeavor by 

examining participants’ views on what challenges 

emerge along the way. Overall, the study is inspired by 

social constructionism [4, 51], which is popular in IS 

and in organizational studies [23, 29, 36]. We use the 

social constructionist approach for identifying 

interpretations attached to the GDPR, and especially to 

the changes and challenges necessitated by it. 

 

3. Methodology 

 
This study was conducted as a qualitative 

descriptive study. A qualitative research approach [11, 

26, 49] helps us understand how organizations make 

sense of the challenges related to personal data access 

that the GDPR brings about for these companies. 

Organizations’ GDPR compliance is a recent 

development that is recondite. Eisenhardt [11] argued 

that a case study is suitable if “little is known about a 

phenomenon, current perspectives seem inadequate 

because they have little empirical substantiation, or 

they conflict with each other or common sense.” 

Therefore, a case study is a suitable approach for the 

present research. We examine the process initiated and 

facilitated by the GDPR by studying the actors’ 

sensemaking on how to accommodate the new 

regulation, how they plan to adapt it to their specific 

context for managing personal data and the related 

service offerings, and how their unique situational 

factors shape these processes. We identify the 

challenges these companies articulate. 

 

3.1. Research Setting 
 

The research setting was a 2-day workshop 

conducted at the end of 2017 on GDPR compliance 

challenges. The workshop was planned by an 

organization through which several European mutual 

insurance organizations partner. These insurance 

companies meet frequently to overcome challenges 
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that the continuously changing environment poses to 

them. Five mutual insurance companies from different 

European countries participated in this workshop, with 

the goal of discussing the challenges when planning for 

compliance of the GDPR, to brainstorm and hear from 

experts in the field.  

Insurance organizations provide an especially 

fruitful ground for this research due to their existing 

role as an administrator of large amounts of sensitive 

and confidential personal data [1]. Insurance sector 

analytics see the biggest challenges and changes 

coming from digitalization, which is expected to 

thoroughly change insurance consumer behavior and 

business models [18]. Insurance companies are 

facilitated user networks, which can benefit from 

digital innovations through the more effective 

operation of the network [19]. Many organizations may 

not have intended to be in the business of personal data 

processing, but many have been drawn in by the dawn 

of the Internet of Things (IoT) [5]. 

 

Table 1. Participant information 
Country Region Role (Participant Identifier) 

Western Europe 1 Consultant (P1) 

Northern Europe 1 Compliance Officer (P2, P3) 

Lawyer (P4, P5), Program Manager 

(P6), Project Manager (P7) 

Southern Europe Project Manager (P8) 

Western Europe 2 Consultant (P9), Department Head 

(P10), Project Manager (P11) 

Northern Europe 2 Lawyer (P12, P13, P14), Product 

Manager (P15), Project Manager 

(P16, P17, P18, P19) 

Central Europe Compliance Officer (P20) 

 

Twenty representatives from six European 

countries participated in the workshop (Table 1). Only 

region information is given here to protect the identity 

of the participants. Of the 20 representatives, four were 

guest speakers invited as external experts to offer their 

expertise in the workshop (participant identifier in 

italics in Table 1). Two of the external experts were 

lawyers and two were consultants on policy, but all 

worked in the context of privacy and data protection in 

the EU. All presentations by the external experts acted 

as a reflection on the GDPR policy, which set the stage 

for the workshop. Table 1 summarizes the workshop 

participants’ roles in their respective mutual insurance 

companies. Six participants’ positions intersected with 

technology roles, such as information architect, 

managing information and communications technology 

(ICT) projects, or data security. They represented the 

experts from the participating companies in what it 

means for the organization to comply with the GDPR.  

 

3.2. Ethnographic Data Collection 
 

In qualitative studies, data are collected to discover 

the “who, what and where of events or experiences, or 

their basic nature and shape” [43], and they are 

supported by the gathering of other data types for 

triangulation and to support a rich description of the 

GDPR sensemaking phenomenon [25, 43]. The result 

is “a generation of a theory, a description of the 

meaning or essence of people’s lived experience, and 

an in-depth, narrative description about certain culture, 

respectively, through researchers’ intensive/ deep 

interpretations, reflections, and/or transformation of 

data” [25]. The first author participated in the 

workshop in the role of “a fly on the wall,” focusing on 

challenges related to personal data accessibility. The 

primary data that was analyzed for this study were 34 

pages of field notes that the first author took when 

participating in the presentations by organizations and 

external experts, writing down what was said and who 

said it using color codes for countries and speakers’ 

initials. These notes are short summaries taken during 

presentations, and direct quotations of participants are 

denoted with quotation marks (“”) and presented in the 

results as such.  
The secondary data used in this study to 

contextualize the primary data were the presentation 

slides shown during the workshop and notes about 

interactions during dinner, at coffee breaks, in the hotel 

lobby, and during taxi rides when talking with the 

organizations’ representatives. These secondary data 

were used for data triangulation [43]. Specifically, 

important for sensemaking of the data was the first 

author’s extensive preunderstanding of the GDPR that 

she had gained during the previous 2 years by studying 

the GDPR and conducting 30 interviews in one of the 

insurance organizations that participated in the 

workshop (conducted between August 2017 and 

January 2018, including three persons from the 

organization’s GDPR project and the Data Protection 

Officer).  

 

3.3. Data Analysis 
  

The data analysis comprised of four phases. In the 

first analysis phase, two of the authors familiarized 

themselves with the data (presentation slides and 

workshop notes). All field notes were transferred to 

Excel sheets, where each note/comment made by the 

different actors represented one line. Each 

note/comment was related to data access in the context 

of the GDPR in some way. In the second analysis 

phase, we conducted a qualitative content analysis (see 

[43]) to identify how the participants had made sense 

of and interpreted the GDPR. Especially, we wished to 
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gain an in-depth understanding of the organizations’ 

interpretations of the challenges arising through 

changes in their external environment (the GDPR) 

from a data access point of view by using the social 

constructionist lens of sensemaking. According to 

Choo [6], “The immediate goal of sensemaking is for 

an organization’s members to share a common 

understanding of what the organization is and what it is 

doing.” The views the workshop participants expressed 

were the outcome of sensemaking that had taken place 

in these organizations both before and during the 

workshop. Sensemaking before the workshop was 

found in the primary form of verbal presentations and 

the secondary form of the presentation slides. These 

represented the sensemaking that took place in the 

scope of the participants’ specific organizations. 

Sensemaking during the workshop unfolded among the 

participants in the primary form of discussions, which 

depicted the participants’ collective sensemaking as an 

entity. Thus, sensemaking is intertwined across both 

the singular participant and collective group. In the 

third analysis phase, we grouped the challenges arising 

from the content analysis into 13 cohesive challenge 

types. These reflected the participants’ sensemaking, 

but at the same time, represented our sensemaking of 

the data. In the final analysis phase, meaning-making 

took place to give meaning to the identified challenges. 

Meaning-making is not automatic in the way that 

sensemaking is, and it can only take place after 

sensemaking occurs [17]. By categorizing, re-

categorizing and re-structuring the 13 data challenges, 

we identified four main categories for access. The 

challenge categories regarding data access around 

which the actors’ sensemaking revolved are as follows: 

1) the procedure of access, 2) protection of access, 3) 

privacy of access, and 4) proliferation of access. 

 

4. Results 
 

4.1 The Procedure of Access 
 

The procedure of access category includes the 

challenges discussed by the participants in terms of 

processes that must be enacted for organizational 

practice, including managing external partner 

relationships. This was so they could maintain and 

conduct themselves as responsible controllers and/or 

processors.  

 

4.1.1. The challenge of managing processor 

relationships: External partnerships are challenging to 

navigate because insurance companies must ensure that 

the access they give vendors, suppliers, or other 

partners when sharing personal data is processed in 

compliance with the GDPR. Although the data are 

processed separately from the insurance company, the 

GDPR still imposes liability on controllers to prevent 

“outsourcing” that would circumvent the regulation. 

This would seem to be manageable at a one-on-one 

level. However, the insurance organizations 

highlighted that they have many partners across 

various sectors, including health care, in different parts 

of the world. According to P16, The current challenges 

also include the contracts with processors because we 

have thousands of processors and need a new contract 

template for business use, and it is difficult to reach an 

agreement. These partnerships need negotiating to 

ensure that personal data processing follows the 

regulations, which is a frustrating process.  

 

4.1.2. The challenge of being accountable: Like most 

organizations, insurance companies are personal data 

processors; thus, they need to provide evidence for 

accountability. This is difficult because there is no 

precedent with established protocol to follow. As P1 

stated, It's challenging to define key rules and provide 

evidence for accountability. Using the carrot and stick 

metaphor, they also questioned why the GDPR chose 

to incentivize compliance with a punishment (stick) 

instead of a reward (carrot). P11 commented, There is 

almost never a carrot… The participants also perceived 

the compliance process negatively due to its cost. 

Northern Europe 2 and Western Europe 2 shared an 

approximate investment budget of €10 million. 

However, this is only half the cost of failing to meet 

the GDPR demands, as detailed by the external expert 

P1: Supervisory authorities have extensive and 

investigative powers to impose high fines, up to 4% of 

annual turnover or €20 million.  

 

4.1.3. The challenge of data properties: The 

participants reported several different challenges, 

which culminated in personal data properties. When it 

comes to personal data for the processors and 

controllers, both the speed at which personal data are 

created and the sheer volume of the data were 

identified as challenging: “The biggest challenge is to 

manage the data in a quick way and everyday more 

and more data comes in. We don't have time to control 

the data like a conductor” (P8). Furthermore, the 

unstructured nature of data creates problems due to 

format expectations for facilitating portability, 

especially without a clear standard of format output. 

P10 stated, Everyone expects a format, but there are no 

standards. Along the same lines, the quality of 

personal data lacks clear expectations related to the 

condition controllers and processers must maintain for 

portability: There is no obligation for the data 

controllers to check and verify the quality of the data 

(P1).  
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4.2 The Protection of Access 
 

This category includes key views of the actors 

around challenges of planning the protection-oriented 

actions for personal data. Protection of personal data is 

about securing against unauthorized access.  

 

4.2.1. The challenge of the underlying assumption of 

protection: Protection applies to all data subjects, even 

if they have nothing to hide, and these ideas of 

protection are nothing new. The notion that everyone 

has something to hide was best articulated by P11: “At 

home you close the bathroom door.” A purely 

mitigating approach to protection is using anonymity 

for personal data as a possible tactic to prevent 

violations. Anonymous data are no longer under the 

purview of personal data, and this circumvents GDPR 

applications. This approach was highlighted by P8: 

Consent is too risky, we should anonymize everything. 

If personal data are not anonymized, then one of the 

alternative approaches is managing data breaches to 

facilitate protection. The participants discussed this 

approach in terms of the practical approach for 

classification and context. The challenge here is in 

deciding when anonymizing is suitable and when 
taking a more risk-based approach is appropriate.   

 

4.2.2. The challenge of ICT: The actors discussed ICT 

for protection as important, but the challenges of 

needing better contextualization drove the role of ICT 

into the spotlight. Northern Europe 2 is relying heavily 

on ICT to facilitate a protection solution. P16 stated, 

We are in the middle of implementing the GDPR 

project phases which are very ICT heavy. However, it 

was mentioned that ICT does not provide a blanket 

solution for protecting personal data from access. 

Instead, the participants suggested it is only one part of 

a holistic solution. As P8 commented, the Southern 

European area is too concentrated on technical 

aspects, we first have to deal with the problem through 

technical solutions. Other approaches for protection 

voiced included encryption or information governance.  

 
4.3 The Privacy of Access 
 

This category comprises how organizations can 

design for privacy and the challenges for ensuring that 

authorized person(s) have the correct type of access to 

personal data. As a reminder, privacy grants access to 

personal data but requires security measures in the 

form of authorization.  

 

4.3.1. The challenge of continued justification: The 

GDPR enforces the need for personal data processors 

or controllers to have a continued justification for 

having, storing, and using personal data. This means 

that it is necessary for any organization to delete 

information it should no longer have is necessitated, 

since it can no longer justify continued access to it. The 

deletion of personal data is problematic in itself 

because some personal data are in legacy systems or 

from the year 1893 for example. Questions of 

ownership are partly unclear in these cases. 

Furthermore, certain laws allow insurance companies 

to maintain access to data related to a claim or 

requiring a minimum storage period. 

 

4.3.2. The challenge of enforcing privacy: Access 

rights to personal data is a question of whether one has 

valid authorization. This should be filtered through 

accountability by controlling who is able to access 

personal data and ensuring that unauthorized access 

has consequences. P8 stated, We wrote it into our 

privacy policy that you can't access personal data that 

you aren't authorized to. The challenge of being able to 

provide access to authorized persons must be balanced 

between the protection of the data subjects and privacy 

actions. According to P4, You should prevent the 

worker from accessing certain data. Proving that 

access is authorized is tied to the GDPR concept of 

accountability; where it is necessary to document 

access.  

 

4.3.3. The challenge of the proactive design of 

privacy: How to prevent unauthorized access through 

design actions was discussed by the participants from 

both the opportunity and challenge perspectives. The 

participants understood that privacy is crucial when 

handling personal data, and because of the new 

regulations, they see the pressure for change as an 

opportunity, such as with P4: “It's better to build a new 

house instead of renovating an old one.” However, the 

challenge was outlined for both the cost allocation of 

privacy and the boundaries of understanding the 

customer. As reported by the external expert from 

Western Europe 1, P1, The budget for privacy is 

0.0004% of global turnover. As the GDPR’s 

enforcement is extremely new, the understanding of 

the owner of the personal data, or data subject, has 

privacy implications. 

 

4.3.4. The challenge of changing organizational 

culture: Finally, the participants recognized the 

importance of privacy and a privacy-oriented mindset 

for the culture of an organization. P1 commented, The 

GDPR requires creating a new culture in 

organizations because it is not just about compliance 

any more. This mindset must be reflected in an 

organization’s practices and culture, and herein is the 

challenge. As P4 remarked, We need to teach our 
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organization what privacy really means. The notion of 

needing to foster cultural change was echoed across all 

the countries. P8 especially emphasized the importance 

of having a privacy culture over anything else. 

 

4.4 The Proliferation of Access 
 

This category illustrates the participants’ 

considerations of GDPR challenges for data subjects’ 

access rights. The challenges for organizations are 

building requirements for accessibility functionality to 

empower the data subjects. 

 

4.4.1. The challenge of facilitating portability: The 

participants identified interoperability functionality or 

portability across different organizations and countries 

as being difficult to facilitate. P8 stated, It’s a 

challenge for data destinations. However, the 

portability of personal data empowers the data subjects 

with choice. Nonetheless, the expectations around data 

portability are restrictive in terms of time and cost. 

According to P1, Customers expect data portability 

without delay and at no charge.  

 

4.4.2. The challenge of facilitating accessibility: Data 

subjects, including customers, have the right to access 

all their data. However, the challenge for the 

organization is that it requires a lot of effort to enable 

this access. P16 stated, Complying with the right of 

access by the data subject requires a lot of manual 

work. The participants also shared a negative 

perception of the implications of access, such as being 

unable to ensure that data subjects are personally 

storing their data securely so as to be protected. 

Another concern exists if the personal data is accessed 

for legal purposes, such as using them to fight a claim 

in court. According to P8, People who don't get paid 

from a claim want to have access to the data for court. 

Showing trust between insurance organizations and 

customers seemed to be a point of contention. 

 

4.4.3. The challenge of the RTBF: Individuals are 

empowered to request that their personal data be fully 

removed (RTBF), and the participants honored this in 

how they discussed the process related to erasing. 

However, there are difficulties for insurance companies 

because certain national laws require storage of and 

continued access to personal data. P20 stated, 

Insurance companies are bound by different laws, such 

as retention periods. This conflicts with the RTBF 

when related to a claim like a car accident. P11 

commented, You can't have your data deleted if you 

have a claim that must be kept.  

 

4.4.4. The challenge of informed consent: To ensure 

data subjects have ownership over their personal data 

to make choices about who uses their data, when, and 

for what, is an act of empowerment. Through informed 

consent, individuals can choose how to navigate in the 

digital data world. As most organizations now process 

data in one form or another, giving the customers 

choice sanctions their ‘shopping’ capabilities. The 

challenge, however, is conveying actual, meaningful 

informed consent. P1 stated, The action of just ticking 

boxes should be shifting toward the general interest of 

actual consent.  

 

5. Discussion 
 

In this study, we set out to identify data access 

challenges that organizations face in GDPR 

compliance. We identified 13 challenges related to data 

access. We grouped these challenges into the four 

following categories of personal data access: 

Procedure, Protection, Privacy, and Proliferation. Our 

study contributes to research and practice in two ways. 

First, it is among the first empirical studies on 

organizations’ GDPR compliance efforts and 

contributes to the stream of privacy research, 

specifically to research on data access. Second, our 

study makes a practical contribution by providing a 

framework (or checklist) that helps increase 

organizations’ awareness of the different types of 

challenges that they will have to address and overcome 

in their effort to comply with the GDPR. 

Our first contribution is researching data access in 

the field of privacy and data protection. Through 

conceptual methods, previous research identified 

practical implications of the GDPR and requirements 

for implementation [47] and provided guidelines for 

organizations to achieve GDPR compliance [24]. We 

empirically corroborated this previous conceptual 

research, finding that the organizations we studied are 

aware of these requirements for implementation, as the 

challenges that we identified match these GDPR 

implications and guidelines. However, our study 

extends previous research by providing deeper insights 

into the specifics of how organizations make sense of 

these requirements (see Section 4). For example, the 

organizations were aware of the RTBF but compliance 

with this requirement was contradicted by laws 

requiring insurance companies to keep certain data for 

a predefined period.  

We also found that, for organizations, there is a 
challenge related to data properties (Section 4.1.3). All 

the property challenges reported by the participants 

aligned remarkably with the 4 ‘V’ dimensions of big 

data – Volume (size of personal data), Velocity (speed 

at which personal data are created), Variety (structure 
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of personal data), and Veracity (quality of personal 

data) [39]. This implies that personal data can and 

should be thought of as big data. For organizations 

looking to manage the property challenges of personal 

data, inspiration from the well-established research 

schools of big data affords the opportunity to consider 

validated methods, tools, or approaches in the light of 

the GDPR. For instance, as 95% of big data is 

unstructured, companies could use more sophisticated 

tools such as statistical techniques when linked to 

predictive modelling [12]. This is especially important 

for organizations aiming to prevent or predict 

accidents, injuries, or illnesses. 

Another interesting finding concerns changing 

organizational culture to better support or align with 

the GDPR. We see this as an important but challenging 

endeavor. Existing culture studies indicate that, in 

different cultural contexts, diverse types of 

interpretations and meanings may be attached to GDPR 

or privacy, and there may be a reciprocal relationship 

between culture and GDPR: They may shape each 

other, but this tends to be an emergent process that 

cannot be directly managed or directed by managers 

[20, 21]. Managers may aim at creating a GDPR-

compliant or privacy-oriented culture in their 

organization, but they should be prepared for a long-

term, emergent process with potentially unexpected 

and surprising consequences. Hence, future work is 

needed on this evolving phenomenon. 

This study highlights that, when encountering this 

type of regulation, people have to make sense of it: 

They must connect it to their practical realities and 

contexts and interpret its implications. Technologies, 

practices, strategies, and policies are not static, 

coherent, self-evident things in the world; rather, they 

are interpreted and appropriated by people, who may 

attach various meanings to them. The literature 

indicates that there may be a multiplicity of meanings 

attached to the GDPR, as well as unexpected, 

paradoxical, or ironic interpretations and consequences 

[13, 22, 29, 36, 41, 46, 50]. This study sheds some 

light on this complex, dynamic process of sensemaking 

around the GDPR and its challenges.   

Our study also provides practical implications for 

organizations seeking GDPR compliance. We think 

that the challenges we identified are relevant to 

organizations large and small that process personal 

data. However, due to resource constraints, smaller 

organizations especially may not have considered all 

the challenges that GDPR compliance can imply, and 

they can learn from the experience of the organizations 

we studied. As “a crucial task of management is to 

discern the most significant changes, interpret their 

meaning, and develop appropriate responses” [6], 

organizations need to make sense of the changes 

brought on by the GDPR and give meaning to them by 

bringing the challenges into their contexts before 

developing an appropriate response, such as designing 

new products and services. Our findings provide a 

basis for discussion to help them tackle all four 

categories of personal data access challenges. For 

mutual insurance companies, the GDPR can strengthen 

the strategic goal for better facilitation of the user-

network business [19], as the insurance business is 

owned and used by the same people. In user-network 

business, increasing the role and responsibility of the 

customers in insurance service delivery can support the 

strategy and business model for providing benefits for 

the customers instead of creating external value. 

 

6. Conclusion  

 
In this study, we asked what data access challenges 

are imposed by the GDPR for personal data in 

organizations in Europe. Through a qualitative case 

study of five European mutual insurance companies, 

we identified 13 challenges of GDPR compliance that 

can be sorted into four categories of personal data 

access, namely Procedure, Protection, Privacy, and 

Proliferation. We discussed the theoretical and 

practical implications in the previous section. Here, we 

should mention that our study has certain limitations. 

First, it was conducted 6 months before the GDPR 

came into effect, which may have influenced the 

results. In addition, the study focused on organizations 

in a specific industry, and thus, some of our findings 

may be industry specific. We still consider that, due to 

being administrators for large amounts of personal and 

sensitive data, insurance companies are especially 

prone to try to ensure compliance with the GDPR and 

therefore, they are instrumental in showing the extreme 

side of GDPR compliance. Future research should 

involve empirical studies on whether the challenges we 

identified represent bigger practical challenges for 

compliance than others and study the concrete 

approaches that organizations take to overcoming the 

challenges of GDPR compliance regarding personal 

data access. 
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