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Abstract

People are increasingly turning to social media for help. According to a recent report by Twitter, over 5.5M customer service-related tweets are generated per month. In this work, we aim to explore firms’ strategy when engaging customers regarding their concerns and complaints on Twitter. Specifically, we focus on how politeness, a linguistic factor indicating how a customer is questioning or complaining rather than the content of a query, affects firms’ customer service engagement strategy. We develop a novel text mining methodology to mine politeness from tweets. Using this approach, our estimation results show several interesting results, including that firms are more likely to respond to more polite customers, and that this effect is augmented for customers with high social status. However, firms are more likely to engage impolite customers with a high social status in a private channel such as through direct messaging.

1. Introduction

People are increasingly turning to online resources for help. Such needs often cannot be resolved merely through information posted on a website and require customized help from real people. A manifestation is the phenomenon of individuals contacting firms directly on social media platforms like Twitter with the expectation of a helpful and human response for answers to their specific questions and complaints. According to a recent McKinsey’s analysis, 30% of social media users prefer customer care on social media.¹

Compared to traditional private channels for customer service such as the toll-free (1-800) number, social media platforms present new challenges and opportunities for customers and firms. On the one hand, Twitter and Facebook have a transparent and open format where the public can view messages and conversations between individuals. Therefore, firms are motivated to build and improve their brand image by engaging and satisfying customers publically on social media. Such public engagement can clear up any complaints or diffuse potential negative sentiment that could otherwise fester on the social media platform, in turn, promoting a positive attitude towards the firm’s brand. On the other hand, engaging every customer is costly and nearly impossible, especially when a firm receives or gets mentioned by a massive number of social media posts in a short period of time. More importantly, engaging customers publicly also bears risks, because some customer complaints may not be ultimately resolved, and some people are prone to becoming even more inflamed or negative in response to the firm’s attempt to engage with them. Given this dilemma, for firms, an effective social media strategy for dealing with customer queries is essential for successfully managing customer perceptions of the firm (a notion also advocated in Twitter’s playbook²). For example, it may sometimes be better for firms to direct incessantly negative customers towards private channels of communication such as telephone, email, or direct messaging features of the platform, or to avoid engaging those customers in a public forum altogether, particularly if the firm can anticipate that the customer’s sentiment is likely to remain negative. Such a strategy corresponds to a fundamental precept of the modern social media age: don’t feed the trolls³; in other words, don’t inflame or encourage negative commentators by engaging them publicly.

Despite the rapid growth of customer service on social media, research in this area is still in its infancy thus far. In this study, we aim to explore firms’ strategy when engaging customers regarding their

¹ https://hbr.org/2012/12/turn-customer-care-into-social
² https://twitter.app.box.com/v/customer-service-on-twitter
³ https://en.wikipedia.org/wiki/Internet_troll
concerns and complaints on Twitter. Past research in the service literature has shown that the success of a request on forums, Q&A sites, and crowdfunding campaigns depends not only on what the request is about, but, crucially, on how the request is being asked and who is doing the asking [30, 31, 1]. Building on this research, here we focus on how a fundamental feature of communication, namely the tone of communication, and more specifically, the politeness of the communication, affects firms’ customer service engagement strategy. Tone is a linguistic factor indicating how a customer is complaining rather than the content of the query, with politeness being the most common element of tone attached to communication [25, 7].

Our key hypothesis is that firms’ likelihood of public response to a customer question or complaint on Twitter increases with the politeness of the customer’s message. We argue that politeness is likely to reflect the attitude of the customer towards the firm as well as the customer’s predisposition to being satisfied with the firm’s response and, in turn, the customer’s predisposition to express positive or negative sentiment subsequent to the firm’s response. Therefore, politeness is a significant factor in firms’ decision to respond to customer complaints on Twitter, to the extent that firms aim to amplify the broadcast of positive sentiment about them, and to attenuate the broadcast of negative sentiment towards them. To examine our hypothesis, we first collected data from Twitter using the public API from September 1st 2016 to December 1st 2016. We monitored tweets sent to (i.e., mentioning) 220 customer service-related Twitter accounts of firms and reconstructed the Twitter conversation threads between customers and firms using the meta data of these tweets about concerns and complaints. As expected, not all tweets sent to firms receive a response; the average response rate is 44.8%. The time it takes to receive a response also varies by linguistic features of the tweets and social status of the customers, and it differs by firms, supporting the idea that firms have social media strategies for engaging with customer complaints. We next develop a novel text mining approach to mine politeness from tweets and use the number of an individual’s followers on Twitter to operationalize social status.

Our estimation results show several interesting results. First, firms are more likely to respond to more polite customers even when they are complaining, indicating that firms tend to engage those who appear more reasonable and pleasant, and who behave prosocially towards their addressee. Second, firms are more likely to respond to tweets sent by customers with a higher number of followers, suggesting that firms do take consumer’s social status on Twitter into account in determining whether or not to respond. Third, when considering the interaction between politeness and social status of the customer, we find, counterintuitively (albeit consistent with our theorizing), that the more followers individuals have, the less likely firms are to engage them publically when their tweets are impolite. Conversely, firms are more likely to direct impolite customer with a high social status to a private channel such as to direct messaging. These findings are consistent with the idea that firms recognize the higher risk associated with antagonizing impolite opinion leaders through failing to respond to their queries, but that firms also identify risk in publically engaging impolite opinion leaders (i.e., doing so can exacerbate the broadcasting of negative sentiment towards the firm). Supporting this view, we find that when firms engage impolite customers publically the sentiment of their tweets actually becomes even more negative. This is in contrast to polite customers where engagement leads to improved sentiment. Therefore, using a private channel to avoid engaging impolite customers (i.e. feeding the trolls) can be considered a risk-averse strategy for firms.

This work makes several contributions to the literature: First, we develop novel data mining approaches to examine the effect of social and linguistic factors on customer service interactions on Twitter. Second, our results provide evidence for the nature of firms’ strategic engagement with customers on the publically broadcast platform Twitter. Our findings extend recent work, such as that by [27], that focus on the correlation between customer-firm relationships and firm intervention in customer service, by enabling a richer perspective. To the best of our knowledge, we are among the first to analyze customer and firm-level dynamics and to evaluate the effects of social and linguistic aspects of customer service engagement on social media. Understanding the dynamics and factors of successful customer service engagement has the potential to substantially improve customer-firm relationships, the customer experience, and brand image management, among other outcomes. In addition to these practical benefits, understanding the factors that influence customer-service interactions has implications for research in online communications, social psychology, information systems, marketing, and related areas.

2. Background

2.1 Customer Service and Customer Relationship Management
Sen and Sinha define Customer Relationship Management (CRM) as the overall process of building and maintaining profitable customer relationships by delivering superior customer value and satisfaction [36]. With social media, customers are no longer limited to a passive role in their relationship with a company. Instead, they can easily spread word of mouth (WOM) about a firm or a brand to large audiences on social media. It also enables firms to listen to and engage with their customers directly, potentially fostering a positive attitude towards a brand [32].

A common task in CRM is to provide customer service. Regardless of how excellent the service a company delivers, every company often makes mistakes in meeting the expectations of customers [32]. Complaint management refers to the strategies used by the brands to resolve customer’s complaints regarding firm’s mistakes and to improve ineffective products or services in order to establish a firm’s reliability in the eyes of the customers, or neglect the risk of negative WOM [34, 40]. Previous studies indicate that failures and mistakes do not necessarily lead to customer dissatisfaction, since most customers accept that things may sometimes go wrong [12]. Instead, the service provider’s response to the failure or lack of response is the most likely cause of dissatisfaction [37]. Past research also examined how organizational responses to complaints future consumer behavior [11, 39].

2.2 Customer Service using Social Media

Although social media has gained tremendous attention from researchers over recent years, research in the context of social media-based CRM is still in its infancy. Sreenivasan et. al. analyzed tweets that mention three specific airlines and identified various categories of user posts such as tweets for sharing general information, asking questions and providing personal updates [38]. According to the analysis, the airlines being studied did not appear to be as responsive to users’ postings as expected. Gunarathe et al. analyzed tweets exchanged between customers and three major airlines in North America and found that these airlines pay significantly more attention to customer with more followers [16]. Most recently, the same authors results showed that complaining customers with a higher number of followers are more likely to be satisfied after engaging with firms [17]. Ma et al. found that although customer service intervention improves customer relationships, it also encourages more complaints later. As a result, firms are likely to underestimate the returns on service intervention [27].

Our research contributes to the growing body of research on social media-based customer service. Unlike past work which mainly focused on the effect of complainant profile in firm’s service intervention (e.g., [16, 17]) or the consequence of firm’s service intervention (e.g., [27]), we develop novel approaches to explore the content of complains and understand how the tone of the complainant affects firm’s service intervention.

3. Hypotheses Development

3.1 Politeness

The tone of communications is an important factor in how messages are received and interpreted and in how they advance relationship building, problem solving, and task accomplishment [19]. One theoretical lens to explain this kind of behavior is politeness theory, which describes how people phrase communications in a way that takes into consideration the feelings of others [7]. Politeness has been found to be intimately related to the dynamics of social interactions and is often a decisive factor in whether those interactions go well or poorly [33, 3].

In the context of complaining behaviors, justice theory has been successfully applied in a variety of settings and is the prevalent model [15, 40]. It has three components. Distributive justice models the equity perceived by the consumer in the complaint handling process [28]. Procedural justice studies how rules and procedures impact the overall perception of justice [40]. Interactional justice analyses the relationship between the complaining customer and the personnel in charge of the complaint handling. [26] found that the antecedents of interactional justice are related to the respect of people, and politeness and empathy are important dimensions of respect [29, 4]. Moreover, Kaplan observed that “people desire to be paid respect”, and honorifics and other politeness markers such as words like “please” and “could you” can be “the coin of that payment” [23].

Given, from the above, that politeness tends to reflect the regard with which a complainant holds the addressee, it is reasonable to surmise that more polite complaints are likely to convey a higher regard towards the firm (even if the customer is experiencing a problem with a product or service); conversely, impolite tweets are likely to convey a relatively low regard for the firm. Thus, as a first order effect, responding selectively to more polite complaints is likely to broadcast more positive net sentiment towards the firm. This leads us to the following:
Hypothesis 1: A firm is more likely to respond to a more polite tweet sent to it by a customer.

3.2 Politeness and Social Status

Politeness marking is one aspect of the broader issue of how language relates to power and social influence, which has been studied in different contexts [19, 35]. Burke and Kraut study the question of how and why specific individuals rise to administrative positions on Wikipedia [8], and [10] show that power differences on Wikipedia are strongly correlated with politeness.

On Twitter, users interact by following people who post interesting tweets and the number of followers of a user directly represents the size of the audience that particular user has. The recent work by [9] on users’ social influence on Twitter indicates that popular users who have high in-degree (number of followers) are not necessarily influential in terms of spawning retweets or mentions but can hold significant influence over a variety of topics. Therefore, in order to prevent a customer with a large number of followers from spreading negative WOM (e.g., starting from a complaining tweet) about service failure or bad experience with a firm or a brand, firms would have a stronger incentive to respond to such customers. Therefore, we have the following control hypothesis:

Hypothesis 2: Following a complaint, the social status of the complaining customer will be positively associated with the likelihood of being responded to by the firm.

However, engaging customers publicly also bears risks, because some customer complaints might not ultimately be resolved, and some people are prone to become even more inflamed or negative publically in response to the firm’s attempt to engage with them. The situation would be worse for the firm’s image if the customer has a high social status. In such cases, following a utilitarian perspective [27], we have:

Hypothesis 3: There will be a positive interaction between politeness and social status on the likelihood of firm response. In other words, politeness will have a more positive impact on the likelihood of firm response for high social status customers than for low social status customers.

At first blush, Hypothesis 3 appears counterintuitive. Specifically, we expect firms to attend more diligently to high status customers, and therefore we might also expect firms to be particularly likely to respond to such customers when they are being impolite so as to dampen their negative sentiment towards the firm and prevent this sentiment from reaching the customer’s followers. However, we have theorized that impolite customers will be predisposed to react negatively to firm engagement. This leads us to the following additional hypotheses:

Hypothesis 4a: There will be a negative interaction between politeness and social status on the likelihood of being directed by the firm towards a private channel such as direct message. In other words, impoliteness will increase the likelihood of being directed to a private channel more for high social status customers than for low social status customers.

Hypothesis 4b: When the firm engages a customer in response to a complaint, politeness will be positively correlated with sentiment change. Stated differently, impoliteness of the complaining tweet will be associated with a more negative change in sentiment following firm engagement.

4. Measuring Politeness of Tweets

The seminal work by Brown and Levinson is among the first to systematically study politeness theory [7]. Brown and Levinson noted that people regularly depart from strictly efficient conversation by using behaviors designed to mitigate or soften direct expressions of desire, intent, request or command. For example, when a person speaks to another person “Please help me.” The use of “please” is unnecessary for a truthful, relevant or clear expression of the speaker’s wish and is not required to express his or her overt intent. The use of such violations are called linguistic politeness strategies by Brown and Levinson and they have two main forms: positive strategies and negative strategies. In particular, positive politeness strategies such as use of vocatives, inclusive pronouns, and expressions of agreement, understanding, cooperation and sympathy demonstrate intimacy, proximity, a friendly attitude and a claim of common ground between the speaker and the addressee. Conversely, negative politeness strategies such as hedges, indirect inquiries, subjunctives, and apologies demonstrate the speaker’s wish not to be seen as imposing on the addressee.

Both positive and negative politeness strategies are frequently used and are highly effective in daily communications [33, 34, 35, 6]. Drawing on this work, we built our machine learning-based politeness model using the politeness strategies identified by
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Table 1 Politeness Strategies. Gratitude and deference (lines 1–2) are ways for the speaker to balance out the social cost of the request, question, or complaint on the addressee. Greetings (line 3) are another way to build a positive relationship with the addressee. Group identity (line 4) and presupposition (line 5) are also tools for positive politeness by claiming common ground between speaker and addressee. The remaining cues in Table 1 are negative politeness strategies, serving the purpose of minimizing the imposition on the addressee. Apologizing (line 8) deflects the social threat of the request/question/complaint by attuning to the imposition itself. Indirect (line 9) is another way to minimize social threat. Conversely, being direct or using second-person forms such as “you” as a form of direct address is less polite (lines 10–11). Hedges (line 12) provide the addressee with a face-saving way to deny the request. Similarly, disagreement avoidance (line 13) indicates the speaker is vague about the opinions so as not to disagree explicitly. By being pessimistic (line 14) the speaker signals the absence of an intention to coerce the addressee. Finally, we also include terms from the sentiment lexicon (Liu et al., 2005). The positive terms are useful markers for positive politeness emphasizing a positive relationship with the addressee (line 4), while the avoidance of negative sentiment can potentially minimize the imposition as well. It is worth noting that many of these features are correlated with each other, but this is reasonable as Brown and Levinson point out that politeness markers are often combined to create a cumulative effect of politeness (Brown and Levinson, 1978).

4.1. Predicting politeness

We build and compare two supervised classifiers with two different feature sets for automatically classifying tweets according to politeness – an SVM classifier with unigram feature (SVM-BOW), an SVM classifier with linguistic features based on politeness strategies in addition to unigram (SVM-Ling); a logistic regression model with classifier with unigram feature (LR-BOW); a logistic regression model with linguistic features based on politeness strategies in addition unigram feature (LR-Ling). To build linguistic features, for each customer’s tweet, we first apply TweeboParser, a Twitter-specific NLP tool to generate dependency parse. Next, we extract politeness strategy markers in Table 1 using regular expression matching on the parse in addition to specialized lexicons. For example, for the hedges (Table 1, line 12), we check if a post contains a nominal subject (e.g., noun or noun phrase) dependency edge pointing out from a hedge verb from the hedge term list created by [22]. As a result, we build a list of binary features for each Twitter post, indicating whether the post exhibits the corresponding politeness strategy markers.

Next, to get the training and testing data to train our models, we label a large portion of over 5,000 tweets using Amazon Mechanical Turk (AMT). For each tweet, the annotator had to indicate how polite she perceived it to be by using a slider with values ranging from “very impolite” to “very polite”. Each request was labeled by three different annotators. We selected annotators by restricting their residence to be in the U.S. and by conducting a linguistic background questionnaire. Since politeness is highly subjective and annotators may have inconsistent scales, we applied the standard z-score normalization to each worker’s scores. Finally, we define the politeness score of a tweet by averaging the scores from the annotators.

Table 2 Classification Performance
We train and evaluate the classifiers with a standard leave-one-out cross validation procedure. From the testing results in Table 2, the linguistically informed features give 3-4% average improvement over the unigram features. This confirms that our politeness theory-inspired features are indeed effective in practice. Moreover, we find logistic regression performs better than SVM. Therefore, in the next section we apply the trained LR-Ling model to automatically annotate a much larger set of Twitter conversation (about 800,000) with politeness labels, enabling us to relate customer politeness to firm behaviors.

5. Econometric Model

5.1 Data Collection

We used Twitter public API to collect over 1.5M tweets mentioning the official account or customer service-specific account of 220 firms from September 1, 2016, until December 1, 2016. Note that some firms may have multiple Twitter accounts, e.g., AT&T has a main account (@att) for sharing company news whereas @attcares is for any customer service related questions. In this case, we only monitored the customer service accounts. Based on that, we reconstructed 400K Twitter conversation threads between customer and firm based on the metadata of their tweets. If a user tweet is matched with one or more replies from the firm, it is considered responded. On average, only 44.6% of tweets received a response. For those responded tweets, 99.5% out of the responded user tweets had received the response within 7 days. Hence, we consider a user tweet as having received a response if the firm replied to the particular user tweet within 7 days after the user tweet is posted. Finally, since our focus is on firms’ customer engagement strategy with respect to complaints and service request, we developed a logistic regression with standard linguistic features (e.g., n-grams, TF-IDF, punctuations), to process all the threads to determine whether it was a complaint or a compliment.

5.2 Variable Definition

H1-H3 requires us to examine one dependent variable. It is: 1) whether a firm responds to a customer complaint or not. H4 requires us to examine two more dependent variables: 2) whether a firm directs a customer towards a private channel such as a direct message channel, and 3) the degree of the sentiment change between the customer’s first and last tweet of a thread. For independent variables, we measure both customer-level and firm-level variables. We report our measures and descriptive statistics in Table 3.

We define variables as follows:

- **Response**: Whether a firm responds to a customer tweet about complaint or concern or not
- **DM**: Whether a firm directs a customer towards a private channel such as a direct message channel. We measure it by tracking the keywords "DM", "Direct message" in firm's tweets in responding to the customer's complaint or concern
- **SentimentChange**: The degree of the sentiment changes between the customer's first and last tweet of the thread. We measure the tweet sentiment between -1 to 1 using Vader, a rule based sentiment analysis tool designed for tweets (Hutto and Gilbert 2014)
- **#Following**: The total number of people a customer is following on Twitter. We apply log transformation due to data skewness
- **#Follower**: The total number of people who are following the customer on Twitter. We apply log transformation due to data skewness
- **#Likes**: The total number of likes the customer has posted on Twitter. We apply log transformation due to data skewness
- **isVerified**: Whether the customer has a verified Twitter account or not
- **AvgTweetLength**: The average length of customer's tweet about complaint or concern sent before getting responded by the firm
- **#hashtags**: The average number of hashtags in customer’s tweet about complaint or concern sent before getting responded by the firm
- **#mentions**: The average number of mentions (by counting "@") in customer's tweet about complaint or concern detected by a regular expression
- **Evidentiality**: Whether a URL is in the customer's tweet about complaint or concern detected by a regular expression
- **Politeness**: Politeness of the customer's tweet about complaint or concern. We compute politeness from tweet text content using the approach described in section 4.
• **HourOfDay**: Hour of the customer’s tweet about complaint or concern from 1 to 24
• **DayofWeek**: Day of the customer’s tweet about complaint or concern from 1 to 7
• **BrandFollower**: The total number of people who are following the firm on Twitter. We apply log transformation due to data skewness
• **BrandFollowing**: The total number of people the firm is following on Twitter. We apply log transformation due to data skewness
• **BrandTweets**: The total number of tweets the firm has posted on Twitter. We apply log transformation due to data skewness

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response</td>
<td>0.44</td>
<td>0.49</td>
</tr>
<tr>
<td>DM</td>
<td>0.27</td>
<td>0.41</td>
</tr>
<tr>
<td>SentimentChange</td>
<td>0.11</td>
<td>0.12</td>
</tr>
<tr>
<td>#Following</td>
<td>764.5</td>
<td>8,437.5</td>
</tr>
<tr>
<td>#Follower</td>
<td>182.2</td>
<td>5,2336</td>
</tr>
<tr>
<td>#Tweets</td>
<td>1,898</td>
<td>1,025</td>
</tr>
<tr>
<td>#Likes</td>
<td>458</td>
<td>412</td>
</tr>
<tr>
<td>isVerified</td>
<td>0.01</td>
<td>0.14</td>
</tr>
<tr>
<td>AvgTweetLength</td>
<td>18.0</td>
<td>19.5</td>
</tr>
<tr>
<td>#hashtags</td>
<td>0.25</td>
<td>0.75</td>
</tr>
<tr>
<td>#mentions</td>
<td>1.4</td>
<td>1.2</td>
</tr>
<tr>
<td>Evidentiality</td>
<td>0.21</td>
<td>0.50</td>
</tr>
<tr>
<td>Politeness</td>
<td>0.54</td>
<td>0.11</td>
</tr>
<tr>
<td>HourOfDay</td>
<td>10.0</td>
<td>7.3</td>
</tr>
<tr>
<td>DayofWeek</td>
<td>2.9</td>
<td>2.7</td>
</tr>
<tr>
<td>BrandFollower</td>
<td>196,587</td>
<td>105,250</td>
</tr>
<tr>
<td>BrandFollowing</td>
<td>6,023</td>
<td>6,425</td>
</tr>
<tr>
<td>BrandTweets</td>
<td>392,988</td>
<td>256,547</td>
</tr>
</tbody>
</table>

Table 3. Descriptive Statistics of Key Variables

### 5.3 Model and Estimation Method

Since the dependent variable of H1-H3 is binary, the proper model should be probit or logit models. We estimate logit model incorporating two-way fixed effects, as reflected in Equation (1). However, the interaction variables are hard to interpret in a nonlinear model such as the logit model (Hoetker 2007). Besides, the coefficient of the interaction term may not be a reliable estimator of the true estimation. Therefore, we next rerun a set of linear probability model (LPM), which typically results in qualitative similar results as in limited dependent variables models. Firm-level fixed effects and time fixed effects are implemented as dummies and within transformations. In this equation, $i$ indexes thread. $X$ reflects thread level variables such as social media status of customer, politeness of customer’s first tweet, and the interaction between social status and politeness. $\beta$ represents the coefficients of interest. The advantage of this two-way fixed effects model is that it addresses both unobserved firm level heterogeneity, as well as any unobserved time trends, both important factors. This approach also controls for the unobserved features of the firm that can reasonably be viewed as time invariant, such as their network position, social capital, and so forth. To avoid the selection bias in testing H4, we apply Heckman correction in these analyses. The basic specification for H4a is in Equation 2 and the specification for H4b is similar. The main independent variables retain the same as those in the model for responses. Additionally, $\lambda$ denotes the inverse Mill’s ratio, which is calculated from first stage regression results, and is utilized to control for selection bias. The selection stage of Heckman model is a probit model for whether tweet $i$ is responded by the firm’s representative. Except the same variables in Equation 1, we include the usage of url in the tweets, the length of the customer’s tweets, and the number of mentions and hashtag in customer’s tweet into the selection equation, to satisfy the exclusion restriction condition.

\[ \text{Response}_i = X_i \beta + \alpha_i + \gamma_i + \epsilon_{it} \quad (1) \]
\[ \text{DM}_i |(\text{response}_i = 1) = X_i \beta' + \gamma_i + \rho \lambda + \epsilon_{it} \quad (2) \]

#### 5.4 Results

We begin by reporting the main effects of politeness in Table 5. Based on the results, we observe that an increase in the level of politeness has a significant and positive effect on the tendency of getting response by the firm. Specifically, on average, a 10% increase of politeness increases the likelihood of getting a response from the firm by 3.82%. In addition, the social status of the customer in terms of the number of followers and followings both have a significant and positive effect, which confirm previous finding that firms do take consumer popularity on social media into account in determining whether to respond or not (Gunarathne et al. 2015, 2017). In sum, the results of the main effects model provide clearly strong support for H1-H2.

The baseline main effects provide an indication that politeness has the expected average effects on firm response. Below, we report the estimation results for the interaction effects we proposed in H3-H4. In the estimation models, we add our interaction terms, and report the results of this estimation for both logistic and LPM models in Table 5. These re-
results indicate support for our hypotheses relating to the firm’s strategy used for engaging customers with different politeness level. Specifically, we observe a positive interaction between our indicator of high social status and politeness in the responses model. Based on estimates from Table 5, a 10% increase in the politeness level of a customer’s complaining tweet increases the likelihood of receiving a response from the firm by 2.3%.

<table>
<thead>
<tr>
<th>Model</th>
<th>log(following)</th>
<th>log(follower)</th>
<th>Politeness</th>
<th>log(follower)*Politeness</th>
<th>#Tweets</th>
<th>#Likes</th>
<th>isVerified</th>
<th>AvgTweetLength</th>
<th>#hashtags</th>
<th>#mentions</th>
<th>Evidentiality</th>
<th>DV=OM, with Heckman Correction</th>
<th>DV=SentimentChange, with Heckman Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spec 1</td>
<td>(0.400***</td>
<td>(0.048)</td>
<td>0.573***</td>
<td>(0.046)</td>
<td>0.446***</td>
<td>(0.012)</td>
<td>0.475***</td>
<td>(0.013)</td>
<td>0.208***</td>
<td>(0.013)</td>
<td>0.256***</td>
<td>(0.001)</td>
<td>0.365***</td>
</tr>
<tr>
<td>Spec 2</td>
<td>(0.211***</td>
<td>(0.005)</td>
<td>0.430***</td>
<td>(0.006)</td>
<td>0.219***</td>
<td>(0.044)</td>
<td>0.107***</td>
<td>(0.006)</td>
<td>0.107***</td>
<td>(0.015)</td>
<td>0.111***</td>
<td>(0.005)</td>
<td>0.179***</td>
</tr>
<tr>
<td>Spec 3</td>
<td>(0.379***</td>
<td>(0.014)</td>
<td>0.360***</td>
<td>(0.013)</td>
<td>0.328***</td>
<td>(0.002)</td>
<td>0.384***</td>
<td>(0.002)</td>
<td>0.358***</td>
<td>(0.014)</td>
<td>0.268***</td>
<td>(0.001)</td>
<td>0.365***</td>
</tr>
</tbody>
</table>

Table 6. Estimation of Main Effect. Column 1: Dependent variable is a binary indicator, 1=firm redirected the conversation to private channel, otherwise 0. Linear probability model with two-way fixed-effects. Use Probit model for selection phase in Heckman correction. Column 2: Dependent variable is a continuous measure, indicating the sentiment changes between the customer’s first and last tweets. OLS with two-way fixed-effects. Use Probit model for selection phase in Heckman correction.

6. Discussion and Conclusion

Motivated by the increasingly popular trend of running customer service on social media platforms, we analyzed tweets sent to and by over 220 firms on Twitter to examine whether the way of complaining and the social status of the customer affect the firm’s strategy in engaging customers. Our findings show that companies are more likely to respond to more polite customers, effectively discriminating customers based on their politeness on social media. More interestingly, we also found that firms are less likely to engage the impolite customer with high social status publicly; instead, firms prefer to resolve the complaints of these customers in a private channel such as through direct messaging. Furthermore, we found more polite customer is more likely to be satisfied with the firm’s response, expressing positive sentiment changes subsequent to the firm’s response.
Our research provides important theoretical contributions to the stream of consumer correspondence handling literature. Although several previous studies examined organizational responsiveness to consumer correspondences of complaints and compliments, to the best of our knowledge, all these were conducted within the frame of traditional customer service. Research in social media-based CRM is still in its infancy. Thus, our research reveals a new dimension of CRM research about how user complains about social media and its impact. This research also has important business implications for the companies practicing various strategies of customer service on social media. We argue that firms need to consider cost and utility in customer service, especially social media-based ones, so customer service agents can strategically deal with customers when a massive amount of tweets are sent to them seeking for their service and help. To this end, our research provides several insights that can be useful for industry practitioners and social media strategists in investigating the optimal mix of strategies towards effective customer correspondence on social media.
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