Abstract

The spread of generic (as Twitter, Facebook or Google+) or specialized (as LinkedIn or Viadeo) social networks allows to millions of users to share opinions on different aspects of life every day. Therefore this information is a rich source of data for opinion mining and sentiment analysis. This paper presents a novel approach to the sentiment analysis based on the Latent Dirichlet Allocation (LDA) approach. The proposed methodology aims to identify a word-based graphical model (we call it a mixed graph of terms) for depicting a positive or negative attitude towards a topic. By the use of this model it will be possible to automatically mine from documents positive and negative sentiments. Experimental evaluation, on standard and real datasets, shows that the proposed approach is effective and furnishes good and reliable results.

1. Introduction

In the 2010 Eric Schmidt, CEO of Google, said: Between the birth of the world and 2003, there were five exabytes of information. Now, we create five exabytes every two days. See why its so painful to operate in information markets?. Millions of messages appear daily thanks to blogs, microblogs, social networks or reviews collector sites. In general, this textual information can be divided in two main categories: facts and opinions [22]. Facts are objective statements while opinions reflect peoples sentiments about products, other person and events and are extremely important when someone needs to evaluate the feelings of other people before taking a decision. Before the wide diffusion of the Internet and Web 2.0, people used to share opinions and recommendations with traditional approaches: asking friends, talking to experts and reading documents. The Internet and web made possible to find out opinions and experiences from people being neither our personal acquaintances nor well known professional critics. The interest, that potential customers show in online opinions and reviews about products, is something that vendors are gradually paying more and more attention to [29]. Companies are interested in what customers say about their products as politicians are interested in how different news media are portraying them. Therefore there is a lot of information on the web that have to be properly managed in order to provide vendors with highly valuable network intelligence and social intelligence to facilitate the improvement of their business. In this scenario, a promising approach is the sentiment analysis: the computational study of opinions, sentiments and emotions expressed in a text [13]. Its main aim is the identification of the agreement or dis-agreement statements that deal with positive or negative feelings in comments or reviews. In the literature, there are many approaches to the sentiment analysis. A very broad overview of the existing work was presented in [19]. The authors describe in detail the main techniques and approaches for an opinion oriented information retrieval. Early work in this area was focused on determining the semantic orientation of documents. In particular some approaches attempt to learn a positive-negative classifier at a document level. [26] introduces the results of review classification by considering the algebraic sum of the orientation of terms as respective of the orientation of the documents. Starting from this approach other techniques have been developed by focusing on some specific tasks as finding the sentiment of words [27]. Baroni [3] proposed to rank a large list of adjectives according to a subjectivity score by employing a small set of manually selected subjective adjectives and computing the mutual information of pairs of adjectives using frequency and co-occurrence frequency counts on the web. The work of Turney [25] proposes an approach to measure the semantic orientation of a given word based on the strengths of its association with a set of context insensitive positive words minus the strengths of its association with a set of negative words. By this approach sentiment lexicons can be built and a sentiment polarity score can be
assigned to each word [16][9]. Sentiment polarity score means the strengths or degree of sentiment in a defined sentence pattern. Artificial Intelligence and probabilistic approaches have also been adopted for sentiment mining. In [20] three machine learning approaches (Naive Bayes, Maximum Entropy and Support Vector Machines) has been adopted to label the polarity of a movie reviews datasets. A promising approach is presented in [21] where a novel methodology has been obtained by the combination of rule based classification, supervised learning and machine learning. In [23] a SVM based technique has been introduced for classifying the sentiment in a collection of documents. In [18], instead, a Naive Bayes classifier is used for the sentiment classification of tweets corpora. Other approaches are inferring the sentiment orientation of social media content and estimate sentiment orientations of a collection of documents as a text classification problem [7]. More in general, sentiment related information can be encoded within the actual words of the sentence through changes in attitudinal shades of word meaning using suffixes as discussed in [8]. This has been investigated in [17] where a lexicon for sentiment analysis has been obtained. In [28] a probabilistic approach to sentiment mining is adopted. In particular this paper uses a probabilistic model called Sentiment Probabilistic Latent Semantic Analysis (S-PLSA) in which a review, and more in general a document, can be considered assembled under the influence of a number of hidden sentiment factors [11]. The S-PLSA is an extension of the PLSA where it is assumed that there are a set of hidden semantic factors or aspects in the documents related to documents and words under a probabilistic framework. In [4] an approach combining the ontological formalism and a machine learning technique has been introduced. In particular the proposed system uses domain ontology to extract the related concepts and attributes starting from a sentence and then labels the sentence itself as positive, negative or neutral by means of the Support Vector Machine (SVM) classifier. In this paper, we investigate the adoption of a similar approach based on the Latent Dirichlet Allocation (LDA). In LDA, each document may be viewed as composed by a mixture of various topics. This is similar to probabilistic latent semantic analysis, except that in LDA the topic distribution is assumed to have a Dirichlet prior. By the use of the LDA approach on a set of documents belonging to a same knowledge domain, a Mixed Graph of Terms can be automatically extracted [6] [15]. Such a graph contains a set of weighted word pairs, which we demonstrate to be discriminative for sentiment classification. The main reason of such discriminative power is that LDA based topic modeling is essentially an effective conceptual clustering process and it helps discover semantically rich concepts describing the respective sentimental relationships. By means of applying these semantically rich concepts, that contain more useful relationship indicators to identify the sentiment from messages, the proposed system can accurately discover more latent relationships and make less errors in its predictions. The rationale of this paper is the following: section 2 discusses the searching the sentiment by the use of a Mixed Graphs of Terms from a document corpus. The section 3 introduces the proposed approach for the sentiment extraction and the section 4 discusses the experimental results. Finally, conclusions and further works are discussed.

2. Searching the sentiment by the use of the Mixed Graph of Terms

In this paper we explain how a complex structure, that we call a Mixed Graph of Terms (mGT), allows to capture and represent the information contained in a set of documents that belong to a well-defined knowledge domain. Such a graph can be automatically extracted from a document corpus and can be effectively used as a filter to employ in document classification as well as in sentiment extraction problems. Formally, a Mixed Graph of Terms can be defined as a graph $g = (N, E)$ where:

- $N = \{R, W\}$ is a finite set of nodes, covered by the set $R = \{r_1, ..., r_H\}$ whose elements are the aggregate roots and by the set $W = \{w_1, ..., w_M\}$ containing the aggregates. Aggregate roots can be defined as the words whose occurrence is most implied from the occurrence of all other words in the training corpus. Aggregates are defined as the words most related to aggregate roots from a probabilistic point of view.

- $E = \{E_{RR}, E_{RW}\}$ is a set of edges, covered by the set $E_{RR} = \{e_{r_1r_2}, ..., e_{r_{H-1}r_H}\}$ whose elements are links between aggregate roots and by the set $E_{RW} = \{e_{r_1w_1}, ..., e_{r_Hw_M}\}$ whose elements are links between aggregate roots and aggregates. As better explained further, two aggregate roots are linked if strongly correlated (in a probabilistic sense):

$$
e_{r_ir_j} = \begin{cases} 1 & \text{if } \psi_{ij} \geq \tau \\ 0 & \text{otherwise} \end{cases} \quad (1)$$

Aggregate roots can be also linked to aggregates.
if a relevant probabilistic correlation is present:

\[ e_{r_i,w_s} = \begin{cases} 1 & \text{if } \rho_{ij} \geq \mu_i \\ 0 & \text{otherwise} \end{cases} \]  

(2)

Details about mGT building and thresholds \( \tau \) and \( \mu_i \) will be cleared in the next section. First we show how mGT can be effectively applied for the sentiment mining from texts. The proposed method adopts the Mixed Graph of Terms for building a sentiment detector able to label a document according its sentiment. We propose an architecture composed by the following modules:

- **Mixed Graph of Terms building module**: this module builds a mixed graph of terms starting from a set of documents belonging to a well-defined knowledge domain and previously labeled according the sentiment expressed in them. In this way the obtained mixed graph of terms contains information about the words and their co-occurrences so representing a certain sentiment in a well-defined knowledge domain. As described in section 2 thanks to the LDA approach such a graph can be obtained by the use of a set of few documents. In figure 1 the module architecture and its main functional steps are depicted. The output of this module is a mixed graph of terms representing the documents and their sentiment. By feeding this module with positive or negative training sets, it will be possible to build mixed graphs of terms for documents that express positive or negative sentiment in a well-defined domain.

- **Sentiment Mining Module**: this module extracts the sentiment from a document thanks to the use of the Mixed Graph of Term as a sentiment filter. The input of this module is a generic document, the mixed graph of terms representing positive and negative sentiment in a knowledge domain and the output is the sentiment detected in the input document.

The sentiment extraction is obtained by a comparison between document and the mixed graph of terms according to the algorithm 1. The proposed algorithm requires the use of an annotated lexicon, as for example WordNet [2] o ItalWord-Net [1], for the retrieval of synonyms of the words contained in the document D and not in the reference mGT. The retrieved synonyms are added to the vector W and analyzed according to the classification strategy. The proposed approach is effective in an asynchronous sentiment classification, but can work also in a synchronous way.

![Figure 1. Mixed Graph of Terms Building Module.](image_url)

In figure 2 and figure 3 the synchronous sentiment real time classificatory architecture is depicted. For real time working two new modules have been introduced:

**Algorithm 1 Sentiment Mining Algorithm**

**Input:** \( W = [w_1, w_2, ..., w_n] \) the words that are in a Document D belonging a knowledge domain K; the mixed graph of terms mGT+ and mGT-obtained analyzing documents related to the knowledge domain K expressing positive and negative sentiment; \( RW^+ = [rw_1; rw_2; ..., rw_t] \) the aggregator words that are in mGT+; \( AW^+ = [aw_1, aw_2, ..., aw_m] \) the aggregated words that are in mGT+; \( RW^- = [rw_1, rw_2, ..., rw_n] \) the aggregator words that are in mGT; \( AW^- = [aw_1, aw_2, ..., rw_p] \) the aggregated words that are in mGT, L an annotated lexicon.

**Output:** \( Sentiment_D = \{\text{Positive; Negative; Neutral}\} \) the sentiment expressed in the document D.

**Algorithm Description**

1. \( fp = 0; \)
2. \( fn = 0; \)
3. Determining the synonyms for each word belonging to the vector W
   
   **for** \( i = 0 \) ! Length[W] **do**
   
   \( WS = WS + \text{Synset}[L;W[i]]; \)
   
   **end for**

   \( W = W + WS; \)

   Mining the sentiment from the document

   **for** \( i = 0 \) ! Length[W] **do**
   
   **for** \( k = 0 \) ! Length[RW+] **do**
   
   if \( (RW^+[k] == W[i]) \) then
   
   \( fp = fp + 2; \)
   
   **end if**
   
   **end for**
for k = 0 ! Length[RW+] do
    if (RW+[k] == W[i]) then
        vfn = fn + 2;
    end if
end for
for k = 0 ! Length[AW+] do
    if (AW+[k] == W[i]) then
        fp = fp + 1;
    end if
end for
for k = 0 ! Length[AW+] do
    if (AW+[k] = W[i]) then
        fn = fn + 1;
    end if
end for

end for

Determining the Sentiment
if (fp £ fn) then
    Sentiment\_D = Positive;
else
    if (fp £ fn) then
        Sentiment\_D = Negative;
    else
        Sentiment\_D = Neutral;
    end if
end if

Figure 2.
Sentiment Analysis Classification System Architecture.

3. Extracting a Mixed Graph of Terms

The aim of this section is to explain how a Mixed Graph of Terms, which contains the most significant word pairs, can be extracted from a corpus of documents. The extraction process is shown in figure 4 he input of the system is the set of documents \( \Omega_r(d_1, ..., d_M) \) and the output is a vector of weighted word pairs \( g = \{ w'_1, ..., w'_{|\tau_p|} \} \) where \( \tau_p \) is the number of pairs and \( w'_n \) is the weight associated to each pair (feature) \( t_m = (v_i, v_j) \). Such a weighted word pairs structure can be suitably represented as a mixed graph \( g \) of terms (mGT) figure 5. The mGT is made of several clusters, each containing a set of

- Document Grabber. This module aims to collect documents from web sources (social networks, blogs and so on). These documents can be collected both for updating the training set and for their classification according to the sentiment. The training set update is an important feature of the proposed approach. In this way, in fact, the various mGTs can be continuously updated and improve their discriminating power introducing new words and relations and deleting inconsistent ones.

- Document Sentiment Classification. The new documents inserted into the training set have to be classified by the support of an expert. The aim of this module is to provide a user friendly environment for the classification, according to their sentiment, of the retrieved documents.
words \( v_s \) (aggregates) related to an aggregate root \( \tau_i \) a special word which represents the centroid of the cluster. How aggregate roots are selected will be clear further. The weight \( \rho_{is} \) can measure how a word is related to an aggregate root and can be expressed as a probability: 
\[
\rho_{is} = P(\tau_i|v_s)
\]
The resulting structure is a subgraph rooted on \( \tau_i \). Moreover, aggregate roots can be linked together building a centroids subgraph. The weight \( \psi_{ij} \) can be considered as the degree of correlation between two aggregate roots and can also be expressed as a probability: 
\[
\psi_{ij} = P(\tau_i, \tau_j).
\]
Given the training set \( \Omega \) documents, the term extraction procedure is obtained first by computing all the probabilistic relations between words and aggregate roots (\( \rho_{is} \) and \( \psi_{ij} \)) and then selecting the right subset of pairs \( \tau_p \) from all the possible ones. A mGT graph \( g \) is learnt from a corpus of documents as a result of two important phases: the Relations Learning stage, where graph relation weights are learnt by computing probabilities between word pairs (see Fig. 4); the Structure Learning stage, where the shape of an initial mGT graph, composed by all possible aggregate root and word levels, is optimized by performing an iterative procedure which, given the number of aggregate roots \( H \) and the desired max number of pairs as constraints, chooses the best parameter settings \( \tau \) and \( \mu = (\mu_1, ..., \mu_H) \) defined as follows:

1) \( \tau \): the threshold that establishes the number of aggregate root/aggregate root pairs of the graph. A relationship between the aggregate root \( v_i \) and aggregate root \( \tau_j \) is relevant if \( \psi_{ij} \geq \tau \)

2) \( \mu_i \): the threshold that establishes, for each aggregate root \( i \), the number of aggregate root/word pairs of the graph. A relationship between the word \( v_s \) and the aggregate root \( \tau_i \) is relevant if \( \rho_{is} \geq \mu_i \)

### 3.1. Relations Learning

Since each aggregate root is lexically represented by a word of the vocabulary, we can write 
\[
\rho_{is} = P(\tau_i|v_s) = P(v_i|v_s) \quad \text{and} \quad \psi_{ij} = P(\tau_i|\tau_j) = P(v_i|v_j).
\]
Considering that 
\[
P(v_i, v_j) = P(v_i|v_j)P(v_j)
\]
all the relations between words result from the computation of the joint or the conditional probability \( \psi_{ij}, \psi_{ij} \in \{1,...,|\tau|\} \) (where \(|\tau|\) is the size of the vocabulary \( \tau \) which contains all the indexed words from the corpus) and \( P(\upsilon_{is}) \). An exact calculation of \( P(\upsilon_{is}) \) and an approximation of the joint, or conditional, probability can be obtained through a smoothed version of the generative model introduced in [4] called Latent Dirichlet Allocation (LDA), which makes use of Gibbs sampling [10]. The original theory mainly proposes a semantic representation in which documents are represented in terms of a set of probabilistic topics \( z \).

Formally, we consider a word \( u_m \) of the document \( d_m \) as a random variable on the vocabulary \( \tau \) and \( z \) as a random variable representing a topic between \( \{1,...,K\} \). A document \( d_m \) results from generating each of its words. To obtain a word, the model considers three parameters assigned: \( \alpha, \eta \) and the number of topics \( K \). Given these parameters, the model chooses \( \theta_m \) through \( P(\theta|\alpha) \sim Dirichlet(\alpha) \), the topic \( k \) through \( P(z|\theta_m) \sim Multinomial(\theta_m) \) and \( \beta_k \sim Dirichlet(\eta) \). Finally, the distribution of each word given a topic is \( P(u_m|z, \beta_z) \sim Multinomial(\beta_z) \). The output obtained by performing Gibbs sampling on a set of documents \( \Omega \) consists of two matrixes:

1) the words-topics matrix that contains \(|\tau| \times K \) elements representing the probability that a word \( v_i \) of the vocabulary is assigned to topic \( k : P(u = v_i|z = k, \beta_k) \);

2) the topics-documents matrix that contains \( K \times \Omega \) elements representing the probability that a topic \( k \) is assigned to some word token within a document \( d_m : P(z = k|\theta_m) \).

The probability distribution of a word within a document \( d_m \) of the corpus can be then obtained as:

\[
P(u_m) = \sum_{k=1}^{K} P(u_m|z = k, \beta_k)P(z = k|\theta_m) \quad (3)
\]

In the same way, the joint probability between two words \( u_m \) and \( y_m \) of a document \( d_m \) of the corpus can be obtained by assuming that each pair of words is
Concluding, once we have $P(u)$ and $P(u, y)$ we can obtain:

$$P(u_m, y_m) = \sum_{k=1}^{K} P(u_m, y_m | z = k, \beta_k) P(z = k | \theta_m)$$

(4)

Note that the exact calculation of Eq. 4 depends on the exact calculation of $P(U_m, y_m | z = k, \beta_k)$ that cannot be directly obtained through LDA. If we assume that words in a document are conditionally independent given a topic, an approximation for Eq. 4 can be written as:

$$P(u_m, y_m) \simeq \sum_{k=1}^{K} P(u_m | z = k, \beta_k) P(y_m | z = k, \beta_k) P(z = k | \theta_m)$$

(5)

Moreover, Eq. 3 gives the probability distribution of a word $u$ within a document $d_m$ of the corpus. To obtain the probability distribution of a word $u$ independently of the document we need to sum over the entire corpus:

$$P(u) = \sum_{m=1}^{M} P(u_m | \delta_m$$

(6)

where $\delta_m$ is the prior probability for each document ($\sum_{m=1}^{M} \delta_m = 1$). In the same way, if we consider the joint probability distribution of two words $u$ and $y$, we obtain:

$$P(u, y) = \sum_{m=1}^{M} P(u_m, y_m | \delta_m$$

(7)

Concluding, once we have $P(u)$ and $P(u, y)$ we can compute $P(v_i) = P(u = v_i)$ and $P(v_i, v_j) = P(u = v_i; y = v_j), \forall i, j \in \{1, ..., |\tau|\}$ and so the relations learning can be totally accomplished.

3.2. Structure Learning

Once each $\psi_{ij}$ and $\rho_{is}$ is known $\forall i, j, s$, aggregate root and word level have to be identified in order to build a starting mGT structure to be optimized as discussed later. The first step is to select from the words of the indexed corpus a set of aggregate roots $r = (r_1, ..., r_H)$, which will be the nodes of the centroids subgraph. Aggregate roots are meant to be the words whose occurrence is most implied by the occurrence of other words of the corpus, so they can be chosen as follows:

$$r_1 = \arg\max_j \prod_{j \neq 1} P(v_i | v_j)$$

(8)

Since relationships’ strengths between aggregate roots can be directly obtained from $v_i$, the centroids subgraph can be easily determined. Note that all possible relationships between aggregate roots are relevant: the threshold $\tau$ can be used as a free parameter for optimization purposes. As discussed before, several words (aggregates) can be related to each aggregate root, obtaining $H$ aggregates’ subgraphs. The threshold set $\mu = (\mu_1, ..., \mu_H)$ can be used to select the number of relevant pairs for each aggregates’ subgraph. Note that a relationship between the word $\psi_{is}$ and the aggregate root $r_i$ is relevant if $\rho_{is} \geq \mu_i$, but the value $\rho_{is}$ cannot be directly used to express relationships’ strengths between aggregate roots and words. In fact, being $\rho_{is}$ conditional probability, it is always bigger than $\psi_{is}$ which is a joint probability. Therefore, once pairs for the aggregates’ subgraph are selected using $\rho_{is}$, relationships’ strength is represented on the mGT structure through $\psi_{is}$. Given $H$ and the maximum number of pairs as constraints (i.e. fixed by the user), several mGT structure $g_t$ can be obtained by varying the parameters $\Lambda_t = (\tau, \mu_t)$.

As shown in Fig. 4 an optimization phase is carried out in order to search the set of parameters $\Lambda_t$ which produces the best mGT graph. This process relies on a scoring function and a searching strategy that will be now explained. As we have previously seen, a $g_t$ is a vector of features $g_t = \{b_{1t}, ..., b_{|\tau|t}\}$ in the space $\tau_{sp}$ and each document of the training set $\Omega_t$ can be represented as a vector $d_m = (\omega_{1m}, ..., \omega_{|\tau|t})$ in the space $\tau_{sp}$. A possible scoring function is the cosine similarity between these two vectors:

$$S(g_t, d_m) = \frac{\sum_{n=1}^{\tau_{|\tau|t}} b_{nt} * \omega_{ntm}}{\sqrt{\sum_{n=1}^{\tau_{|\tau|t}} b_{nt}^2} * \sqrt{\sum_{n=1}^{\tau_{|\tau|t}} \omega_{ntm}^2}}$$

(9)

and thus the optimization procedure would consist in searching for the best set of parameters $\Lambda_t$ such that the cosine similarity is maximized $\forall d_m$. Therefore, the best $g_t$ for the set of documents $\Omega_t$ is the one that produces the maximum score attainable for each document when used to rank $\Omega_t$ documents. Since a score for each document $d_m$ is obtained, we have:

$$S_t = \{S(g_t, d_1), ..., S(g_t, d_{|\Omega|})\}$$

(10)

where each score depends on the specific set $\Lambda_t = (\tau, \mu_t)$. To compute the best value of $\Lambda$ we can maximize the score value for each document, which means that we are looking for the graph which best describes each document of the repository from which it has been learned. It should be noted that such an optimization maximizes at the same time all $|\Omega_t|$
elements of $S_t$. Alternatively, in order to reduce the number of the objectives being optimized, we can at the same time maximize the mean value of the scores and minimize their standard deviation, which turns a multiobjective problem into a two-objective one. Additionally, the latter problem can be reformulated by means of a linear combination of its objectives, thus obtaining a single objective function, i.e., Fitness ($F$), which depends on $\Lambda_t$,

$$F(\Lambda_t) = E|S_t| - \sigma_m|S_t|$$  \hspace{1cm} (11)

where $E$ is the mean value of all the elements of $S_t$ and $\sigma_m$ is the standard deviation. By summing up, the parameters learning procedure is represented as follows,

$$\Lambda^* = \arg \max_t \{ F(\Lambda_t) \}$$  \hspace{1cm} (12)

Since the space of possible solutions could grow exponentially, $|\tau_{sp}| \leq 300$ has been considered. Furthermore, the remaining space of possible solutions has been reduced by applying a clustering method, that is the K-means algorithm, to all $\psi_{ij}$ and $\rho_i$s values, so that the optimum solution can be exactly obtained after the exploration of the entire space.

4. Experimental Results

In order to evaluate the performance of the proposed approach, two experimental phases have been conducted. The first one has been carried out using a standard dataset while the second one has been applied to “real life” datasets collected from Twitter and Facebook; results obtained by the proposed method have been compared with the others in literature. The first dataset used for the experimentation is the Movie Reviews Dataset provided by Pang et al. in [20]. This dataset consist of 1000 positive and 1000 negative reviews from the Internet Movie Database. Positive labels were assigned to reviews that had a rating above 3.5 stars and negative labels were assigned to the rest. The first step of the experimental campaign was aimed to find the best size for the training set. For achieving this task nine training sets have been built selecting in a random way from the 10% to 90% of the positive and negative comments that are in the full dataset. By the use of these training sets, the positive and negative mixed Graphs of Terms have been built and the sentiment classification on the remaining comments has been conducted. The process of training sets and mixed graph of terms building and documents classification has been conducted ten times. The obtained results, in terms of average accuracy, are depicted in figure 6. As depicted in the figure the value of accuracy improves with the increase of the training set but the change is very low after the adoption of a training set composed from the 50% of comments that are in the dataset. After this phase a comparison with the results obtained on the same dataset by other approaches that are in literature has been conducted (table 1). The proposed approach shows the best results in comparison with the other ones when the 50% of dataset is used as training set. The other approaches usually adopt a larger dataset and in real cases the training phase could be critical and time consuming.

![Figure 6. The variation of the accuracy compared to the size of the training set (on the x-axis 1 means 10set and so on)](image)

Table 1. The accuracy obtained by the various methods on the standard dataset.

<table>
<thead>
<tr>
<th>Reference Paper</th>
<th>Methodology</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(20)</td>
<td>Support Vector Machines</td>
<td>82.90%</td>
</tr>
<tr>
<td></td>
<td>Naïve Bayes</td>
<td>81.50%</td>
</tr>
<tr>
<td></td>
<td>Maximum Entropy</td>
<td>81.00%</td>
</tr>
<tr>
<td>(12)</td>
<td>Support Vector Machines</td>
<td>86.20%</td>
</tr>
<tr>
<td>(5)</td>
<td>Ontology Supported Polarity Mining</td>
<td>72.20%</td>
</tr>
<tr>
<td>(14)</td>
<td>Bayesian Classification with the support of lexicons</td>
<td>81.42%</td>
</tr>
<tr>
<td>(24)</td>
<td>Formal Concept Analysis</td>
<td>77.75%</td>
</tr>
<tr>
<td>mGT Approach</td>
<td>LDA</td>
<td>88.50%</td>
</tr>
</tbody>
</table>

The classification phase average lasts about a couple of minutes using a Linux Ubuntu platform running on a 8GB RAM single CPU while the training phase lasts from about 5 minute to ten minutes depending from the size of the training set. As previously said our approach gives effective results also in real time scenarios. To demonstrate this aspect, an experimental campaign on posts coming from social networks has been conducted. In particular, 2.500 posts from Facebook and 10.000 tweets from twitter have been collected. The posts of Facebook has been collected from an official page of a well-known mobile phone producer while the tweets have been collected from the hashtags related to Pompeii Archaeological Park. A group of five experts labeled the posts and the tweets according their sentiments using a majority vote rule and deleting the neutral comments (table 2).

The methodologies based on the Naïve Bayes and Support Vector Machine introduced in the paper [20]...
Table 2. Considered datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Source</th>
<th>Positive</th>
<th>Negative</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile Phone Producer</td>
<td>Facebook</td>
<td>864</td>
<td>759</td>
<td>877</td>
</tr>
<tr>
<td>Pompei Tweets</td>
<td>Twitter</td>
<td>4783</td>
<td>3498</td>
<td>1719</td>
</tr>
</tbody>
</table>

Figure 7.
Pompei Tweets: the variation of the accuracy compared to the size of the training set (on the x-axis 1 means 10% of training set and so on).

Table 3. The obtained results.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Naive Bayes</th>
<th>SVM</th>
<th>mGT</th>
<th>Naive Bayes</th>
<th>SVM</th>
<th>mGT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pompei Tweets Dataset</td>
<td>0.55</td>
<td>0.33</td>
<td>0.51</td>
<td>0.35</td>
<td>0.2</td>
<td>0.28</td>
</tr>
<tr>
<td>Mobile Phone Producer Dataset</td>
<td>0.6</td>
<td>0.37</td>
<td>0.35</td>
<td>0.43</td>
<td>0.25</td>
<td>0.4</td>
</tr>
<tr>
<td>20%</td>
<td>0.65</td>
<td>0.42</td>
<td>0.39</td>
<td>0.52</td>
<td>0.31</td>
<td>0.36</td>
</tr>
<tr>
<td>30%</td>
<td>0.7</td>
<td>0.45</td>
<td>0.71</td>
<td>0.58</td>
<td>0.37</td>
<td>0.65</td>
</tr>
<tr>
<td>40%</td>
<td>0.75</td>
<td>0.59</td>
<td>0.78</td>
<td>0.65</td>
<td>0.59</td>
<td>0.7</td>
</tr>
<tr>
<td>50%</td>
<td>0.78</td>
<td>0.7</td>
<td>0.81</td>
<td>0.71</td>
<td>0.65</td>
<td>0.76</td>
</tr>
<tr>
<td>60%</td>
<td>0.79</td>
<td>0.74</td>
<td>0.81</td>
<td>0.77</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>70%</td>
<td>0.8</td>
<td>0.75</td>
<td>0.81</td>
<td>0.8</td>
<td>0.74</td>
<td>0.83</td>
</tr>
<tr>
<td>80%</td>
<td>0.8</td>
<td>0.77</td>
<td>0.82</td>
<td>0.82</td>
<td>0.79</td>
<td>0.85</td>
</tr>
<tr>
<td>90%</td>
<td>0.8</td>
<td>0.77</td>
<td>0.82</td>
<td>0.82</td>
<td>0.79</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Figure 8.
Mobile Phone Producer: the variation of the accuracy compared to the size of the training set (on the x-axis 1 means 10% of training set and so on).

In the case of the dataset coming from Twitter, the experimental results show how the proposed method offers the best performance starting from a training set composed by the 30% of the collected dataset. In general the performances start to be interesting with a training set composed by the 70% of the dataset: it is an expected result because the tweets are composed by a short number of words and so systems based on Naive Bayes and mGT has to learn from a great number of examples. For the SVM we observe acceptable performances when employing at least the 50% of the dataset. The poor results of the SVM, compared to other methods, are due to the difficult to find a well-defined pattern for the correct classification and this task is very difficult in the case of the tweets (where there is not a well-defined structure). In the case of the dataset collected from Facebook, the same approach has been adopted for the classification of the posts. Also in this case the proposed approach shows the best results starting from a training set composed by the 30% of the dataset. In this case the performance of our system improved faster than the twitter case because Facebook’s posts contain a greater number of words so that the built mGTs are more effective.

5. Conclusion

This paper proposes the use of the mixed graph of terms, obtained by the use of Latent Dirichlet Allocation approach, as tool for the sentiment classification of documents. The method relies on building complex structures called mGTs from documents labeled according their sentiment. Then, the classification of a new document can be conducted by using the reference mGTs. The proposed method was compared to the main methods in literature using standard and real datasets. In both cases the obtained results are better than those obtained by other approaches. Further development of this approach regards the introduction of annotated lexicon, as SentiWordnet, for a better evaluation of the words and the sentence structures.
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