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Abstract

Information overload is a major problem for both readers and authors due to the rapid increase in scientific papers in recent years. Methods are proposed to help readers find right papers, but few research focuses on knowledge sharing and dissemination from authors’ perspectives. This paper proposes a personalized academic knowledge sharing system that takes advantages of author’s initiatives. In our method, we combine the user-level and document-level analysis in the same model, it works in two stages: 1) user-level analysis, which is used to profile users in three dimensions (i.e., research topic relevance, social relation and research quality); and 2) document-level analysis, which calculates the similarity between the target article and reader’s publications. The proposed method has been implemented in the ScholarMate, which is a popular academic social network. The experiment results show that the proposed method can effectively promote the academic knowledge sharing, it outperforms other baseline methods.

1. Introduction

The rapid growth of online content is making significant challenge to the knowledge sharing and discovery, especially in the academic area. According to the report of AJE (American Journal Experts)\(^1\), over 2.2 million scientific papers were published in 2016. The proliferation of scientific papers causes the information overload problem to both the readers and authors. The readers have to spend lots of time to find the relevant papers, while the authors are concerned that their publications may not reach the right readers.

Search engines (e.g., Web of Science and Google Scholar) are developed and used as powerful tools to find scientific articles. Users can enter keywords (e.g., title, author, journal etc.) in the search engine to get answers, but sometimes it is hard for researchers to express their ideas with keywords. They have to revise the keywords continuously until finding the satisfied results. In reality, researchers may have many research areas, but the search engines only return the same results even though the paper belongs to different research areas (or different classifications), it neglects the semantic meaning of articles and the users’ research areas. If researchers do not have a clear purpose and are not familiar with a specific research area, find relevant papers can be hard with search engines. Since the 1990s, recommender systems are proposed to improve search efficiencies [1, 2], they are also implemented in real commercial environments, such as electronic commerce, music, movie and document [3-6]. Recent studies are conducted to understand how academic recommender systems facilitate the readers in finding relevant papers[7], and scientific article recommendation has become a hot research topic with great attentions.

Current recommender systems are designed to help readers to eliminate the information overload problems, few studies address the problems from authors’ perspectives. The fact is that the authors’ papers are not widely cited although they are relevant.

\(^1\)http://www.aje.cn/
to the readers. The numbers of citations are important and common metric to measure their research impacts. Based on the study of Redner [8], the citation distribution is a rapidly power law decay, about 47% of the papers belong to the ISI (Institute for Scientific Information) dataset have no citations and more than 80% of the papers have less than 10 times citations. This report is also consistent with the Adler, Ewing and Taylor [9], the average citation per paper in mathematics and computer disciplines is less than 1 time, while the number of citation is less than 3 in six disciplines. Similarly, 70% of the papers published in the proceeding of the American mathematical society have no citation, 20% have only 1 time citation. The citation distribution reflects a very serious problem, that is most of the academic knowledge is not get attention or not get attention from the right readers.

Previous studies show that the citation is affected by sociological and statistical factors, such as the discipline of the journal, the author’s reputation, the type of the journal (review, paper, conference), the measurement window, the cited references and the abstract readability[10-12]. Besides the traditional factors, recent studies[13] prove that open access articles (OA) have the citation advantage compared with non-open access articles (non-OA), moreover, non-OA articles can only get a short period of attention. OA citation advantage indicates that improving accessibility can significantly promote the knowledge sharing.

With the rise of academic social networks, such as Mendeley 2, CiteULike 3, ResearchGate 4 and ScholarMate5, the academic social network provides an online platform for the researchers to upload their publications and share articles with readers. Studies about knowledge sharing indicate trust, outcome expectation and individual benefit [14-16] is the main factor influence the knowledge sharing behavior. Authors are motivated to actively share knowledge to the potential readers who have interests in their work, this share behavior helps the knowledge reach the right person and effectively spread author’s knowledge and idea, it is to increase author’s reputation and paper citations [14-16]. From the authors’ perspective, the author can share their published papers to candidate readers freely and timely. It enables lots of readers who have no paper access to get the paper resources on the online social networks. This is significant for the high school students, the researchers in underdeveloped areas, and the industry people (such as engineer, salesman, manager and so on). Because these kinds of user groups have more difficulties in locating papers that are relevant to their interests. And our proposed methods can also provide the recommendations based on their user-level analysis. Overall, from the authors’ perspective, the knowledge sharing systems can significantly expand the audience and address the cold-start problem. It is a challenge research topic to design a personalized recommendation system to facilitate the article sharing in an academic social network platform.

This paper proposes a novel knowledge sharing system to facilitate the academic knowledge sharing from the authors’ perspectives. For a target article, it will be recommended to a list of readers who have the potential interests. We identify the potential readers by combining the user-level analysis and document-level analysis. In the user-level analysis, three dimensions are take into consideration, namely, research topic dimension, social relation dimension, and research quality dimension. Research topic semantic relations are constructed to deal with the sparse of user-topic matrix and capture the rich content information in topics. In social relation dimension, CJC (Local-Community Jaccard) technique is used to measure the trust by social closeness. Research quality dimension evaluate the researcher’s performance. In document-level analysis, the document similarity is calculated between target article and reader’s publications. Drawing on the knowledge sharing perspective, the first advantage of this work is incorporating the author’s subjective initiative and free knowledge sharing activity social network into the article recommendation. It can significantly change the way of academic knowledge sharing and discovery, especially in the areas with frequent new publications. The second advantage is combining the user-level and document-level analysis in the same model, through the user-level analysis, the candidate reader is produced to reduce computational complexity for future steps. Finally, the document-level analysis is added to precisely share the target article to the right hand.

The remainder of the paper is structured as follows. In section 2, related research is reviewed. In section 3, a two-stages academic knowledge sharing system was proposed. In section 4, we conducted an experiment to validate our approach. Section 5 is the conclusion and limitations.

2. Literature review

---

2 www.mendeley.com
3 www.citeulike.org
4 www.researchgate.net
5 www.scholarmate.com
This section reviews the reviews the literature related to this study. Firstly, we summarized the influencing factors of knowledge sharing. Secondly, we reviewed the literature on recommender systems. As a powerful personalized technique, recommender systems have been widely used to deal with the problems of information overload and information asymmetry.

The antecedents of knowledge sharing have been investigated in the virtual community, Chiu, Hsu and Wang [17] integrate the social capital and social cognitive theories to understand how could trust and outcome expectation influence the user’s motivation to share knowledge. These factors are further validated by Lin, Hung and Chen [18]. In the academic social network, knowledge sharing (i.e., paper sharing) between the authors and the readers are also influenced by two factors. On the one hand, drawing on social learning and social networking theories, Thoms, Garrett, Herrera and Ryan [19] indicate that learner perceives a high levels of value from the trusted users. Sinha and Swearingen [20] point out that the users are more like to accept the recommendations come from the people they trust than some anonymous user who have the similar interests with them. On the other hand, in order to gain a higher impact factor and better reputation in academia, the authors are motivated to share their publications to the potential readers who have interests in their work.

Recommender systems are used to predict user’s possible future interests. By extracting the user data (e.g., user’s preference, demographic information and social relationship), the system can help to profile the target users. In practice, recommender systems bring various benefits for the service providers. In the online service context, service providers implement the recommender system to improve the user’s satisfaction and can significantly gain the user’s loyalty, thus attracting more users to their academic platform. From the readers’ perspective, scientific article recommendation can facilitate the searching process. Readers can easily find the relevant articles, which are necessary for their rapid progress in research. This is especially useful for junior researchers and PhD students, who are lack of domain knowledge. From the authors’ perspective, authors can actively share their publications with the potential readers, making their work more widely available to large audiences and more precisely arrive the right hands. It ensures the academic knowledge continuity and increases the authors’ research impacts.

Current research in article recommendation can be generally categorized into three categories: content-based(CB) methods, collaborative filtering(CF) methods and hybrid methods. Content-based approach tries to recommend the items that users have interest in the past. The CB[21] methods use txt mining and txt processing to deal with the txt information, like news and articles. The txt information comes from the items that have interactions with users. Collaborative filtering approach[22] tries to recommend what target users’ neighbors have interests in. The neighbors are selected if they have similar preferences with the target user. The assumption here is if the two users have the similar ratings in some items, then they will also have the similar tastes in other items. The collaborative filtering methods can be further divided into user-based CF and item-based CF. Hybrid approach is not one specific recommender system, but a combination of several techniques. A hybrid recommender system [23] is designed to overcome the disadvantages of a single approach and utilize the advantages of each approach. For example, traditional collaborative filtering method is suffered from the cold-start problem, the new users and new items have no rating data. However, for the content-based method, the prediction is usually generated based on the attributes of the items, but not the rating.

Bogers and Van den Bosch [24] validate three different CF approaches, which are item-based CF approach that uses cosine similarity, item-based CF approach that uses conditional probability, and user-based CF approach that uses cosine similarity. Lee, Lee and Kim [25] use txt similarity to calculate the similarity among different articles, then use collaborative filtering to build their model. To address the sparsity of citation network, Sugiyama and Kan [26] first implement the collaborative filtering to identify the potential citation papers, then used to enhance the traditional citation network.

Due to the cold-start problem and rich content information cannot be utilize, CB has the better performance than CF in document recommender system[27]. Chandrasekaran, Gauch, Lakkaraju and Luong [28] build the user profile based on the user’s previously publications, and also introduced a concept-based algorithm to compare with the traditional vector-space model. Silva, Guo, Ma, Jiang and Chen [29] design a user interface by which users can input the topics, and then the system outputs a list of articles. The users are then required to select which articles is relevant to them. Finally, the title, keywords and abstract of the selected articles are crawled to build the user profile. Magalhaes, Souza, Costa and Fehine [30] proposed a novel approach to build user profile, they take user’s curriculum vitae into consideration.

With the development of social networks, large amounts of data that reflects user characteristics and research interests are generated from the social
networks, thus social network has been taken into consideration.[31-33].

However, the above methods didn’t consider the semantic meaning, thus causing mismatch problem in the recommendation process. Sun, Ma, Liu and Miao [34] use the content-based method and calculate the keywords similarity to analyze the semantic meaning of articles to recommend research papers. Al-Hassan, Lu and Lu [35] propose a semantic enhanced hybrid recommendation approach, which incorporates the ontology into the measurement of the semantic similarity. However, these methods still have their disadvantages. Some among them are using the existing semantic relation, like WordNet, which is not applicable to the academic areas. Some are using a small sub-set of the user’s publications as the corpus to obtain the semantic meaning, which is only suitable for their unique task. More important is all this method is conducted in the document-level analysis, it is impossible to implemented in a real academic social network which has millions of users and articles. As the important factors that can influence the readers’ acceptance rate, trust and quality are being neglected. Also, few research focuses on knowledge sharing and dissemination from authors’ perspectives. Our study tries to address these research gaps by taking advantage of the author’s subjective initiative and combine the user-level and document-level analysis in the same model.

3. Academic knowledge sharing system

The proposed academic knowledge sharing system is trying to solve the information overload and information asymmetry problem from the authors’ perspective. The system can help the authors effectively spread their publications on the social network. It is a new channel for the authors to disseminate their publications in a free and efficient way. Figure 1 shows the framework of our academic knowledge sharing system, there are two main modules in our system: the user-level analysis and the document-level analysis. The user-level analysis measures the user’s research topic relevance, social relationship closeness and research quality. The document-level analysis measures the similarity between author’s a specific article and candidate user’s publications. The details of our system will be introduced in the following sections.

3.1. User-level analysis

In the user-level analysis module, we analyze the user characteristics from three dimensions, which is research topic relevance, relation connectivity and user’s research quality. In the research topic relevance dimension, we first construct the topic semantic relation, then take the social endorse as the weight to calculate the topic relevance. In social relation dimension, the social relationship is extracted. Then we analyze the social closeness by considering both the friendship relation and co-authorship relation. In the quality dimension, the user’s publications and projects are used to evaluate the scholars’ research performance. User-level analysis module is essential for our system, not only it can effectively characterize the user, but also it can calculate in advance as the pre-filtering step to get the initial candidate users. This can significantly reduce the calculation time for the online academic social network, which has millions of users and articles.

3.1.1. Research topic relevance analysis. The research topic is the most important and useful factor to determine the users’ research interests. Research topic relevance analysis is used to measure the research interests’ similarity among the users. We first derive the user-topic matrix from user’s academic social network homepage. And then we use the matrix to construct the topic semantic relation. At last, we calculate the users’ research topic relevance to identify the candidate users.

Research topic is filled and claimed by the users in their homepages. It is a good reflection of their research interests. In the social network, the user’s friends can endorse the user’s research topics based on their own judgment and recognition. We extract the user-topic matrix and social endorse to profile their research interests. The initial user-topic matrix is a $n_u \times n_t$ matrix, that is used to indicate the relevance
between users and topics, where the $n_u$ is the number of users and $n_t$ is the number of topics, 1 or 0 is used to represent whether the user have the topics or not respectively. One user usually has several topics and the user-topic matrix is the one-hot representation, thus making the matrix to be very sparse. It leads to the curse of dimensionality, as such, the matrix cannot describe semantic topic relationship. But the reality is that user’s topics have the latent semantic relationship, for example, a user has three topics, such as big data, social network and machine learning, the social network can generate big data, and machine learning technique is widely used to deal with the big data problem, as such, the user who focuses on the social network topic may also has some interests in the big data or machine learning topic. Although the users sometimes do not fill their research topics completely in their homepage, there is still possibility to find out all the topics by considering the latent semantic relationship among them.

In this paper, we will take the co-occurrence of topics into consideration to obtain the topics semantic relationship. Specifically, we used the Jaccard similarity method, which is the most popular statistic method used for comparing the semantic relationship [36] to measure the topics relationship. The average semantic relations of all the user’s self-filled topics with the target topic is used to represent the potential interest of user to target topic, seen as Equation (1), based on the statistical analysis of millions of the users’ data, it can produce a good predict performance to complement the user-topic matrix. The user’s self-filled topics have the same weight in the matrix, but users do have different focus, thus we combine the social endorse come from the user’s friends own judgement to get the topic weight, see as Equation (2)

$$P(u, y) = \frac{\sum W_x \cdot \min(x_t, y_t)}{m} = \frac{\sum W_x \cdot \max(x_t, y_t)}{m} \sum \max(x_t, y_t)$$

$$W_x = \alpha w_{\text{claimd}} + \beta w_{\text{social}} = \frac{\alpha}{m} + \beta \frac{s_t}{\Sigma s_t}$$

Where, $x = (x_1, x_2, ..., x_n)$ and $y = (y_1, y_2, ..., y_n)$ are two topic vectors, $m$ is number of user $u$’s self-filled topics, $P(u, y)$ are potential interests between user $u$ and topic $y$, $W_x$ is the weight of topic $x$, $s_t$ is the endorse frequency of topic $t$. $\alpha$ and $\beta$ is the weight to adjust the user claimed weight and social weight, here set $\alpha = 0.67$, $\beta = 0.33$.

After computing the topic semantic relationship and topic weight, the user-topic matrix can be complemented. From one-hot representation changed to distributed representation, such as can effectively address the sparse problem. Then the cosine similarity method is used to calculate the user’s topic similarity, see as follows:

$$RTR(A, B) = \frac{A \cdot B}{\|A\| \|B\|} = \frac{\sum_{x=1}^{n} A_x \cdot B_x}{\sqrt{\sum_{x=1}^{n} (A_x)^2} \sqrt{\sum_{x=1}^{n} (B_x)^2}}$$

(3)

Where, $A = (A_1, A_2, ..., A_n)$ , $B = (B_1, B_2, ..., B_n)$ are two user’s vectors.

### 3.1.2. Social relation analysis

In academic social network, users build connections with their familiar friends, colleagues, co-authors. It is also important for them to build connections with online users have the similar research interests. Previous studies indicate that users are more likely to take the items that come from users who they are trust[19, 20] but not the anonymous user who have the similar interests with them.

Social relation analysis can quantify the user trust based on their social network closeness. It has the assumption that the higher closeness reflects higher trust. In our research, the social network is first constructed based on multiple relation types, such as friendship, co-author of publications and projects.

Social network analysis has attracted a lot of attentions, previous studies mainly focused on the common nodes and their neighbors in the network, Adamic & Adar (AA) and Common Neighbors (CN) is the most used methods. Recently, CJC methods is proposed, which has been proved have better performance in complex network[37], CJC suggests that two nodes have the high closeness when the common first nodes are members of a local-community. Therefore, in our research, the CJC is used to analyze the social relation. The CJC index is defined as follows:

$$CN(A, B) = |\Gamma(A) \cap \Gamma(B)|$$

$$LCL(A, B) = \frac{\sum_{y \in \Gamma(A) \cap \Gamma(B)} \gamma(y)}{2}$$

$$CAR(A, B) = CN(A, B) \cdot LCL(A, B)$$

$$SR(A, B) = CJC(A, B) = \frac{CAR(A, B)}{\Gamma(A) \cap \Gamma(B)}$$

(4)

(5)

(6)

(7)

where, $A$ and $B$ are nodes in the network, $\Gamma(A)$ refers the neighbors of $A$, $\gamma(s)$ is the subset of $s$, which also has the internal connections, $\gamma(s)$ is the local-community degree of $s$ , $SR(A, B)$ is the relation proximity of user $A$ and $B$.

### 3.1.3. Research quality analysis

Research quality analysis reflect the user’s academic performance[29, 38], different users have multiple needs of article quality. For example, a user published in the top journals may have little interests to the articles which are published in the low impact factor journals, even if they have the same research topics or in the same research areas. Thus, measure the user’s research quality and articles’ quality is essential for academic
knowledge sharing in online social networks. In our research, user’s quality is evaluated by the quantity and quality of their publications and quantity of their funded projects. The journal impactor adopted from the Journal Citation Reports(JCR), which is widely used to evaluate the journal level. Based on the journal rank in the JCR, we divide the journals into three levels, which is level a, level b and level c, different weight is set to different levels according to the experiment. The publication quality is measured by Equation 8. Also, the number of funded projects are another dimension to measure the users’ research quality. The publication quality and projects quality are firstly being normalized in order to aggregate to user’s research quality, see as Equation 9.

\[
Q_{pubA} = w_aq_{AA} + w bq_{AB} + w cq_{AC} \quad (8)
\]

\[
Q_{uA} = \gamma Q_{pubA} + \rho Q_{proA} \quad (9)
\]

where, the \(Q_{pubA}\) and \(Q_{proA}\) is user i’s publication quality and project quality respectively, the \(q_{AA}\), \(q_{AB}\) and \(q_{AC}\) is the quantity of the papers published in level a, level b and level c by user i, the \(w_a\), \(w_b\), and \(w_c\) are the corresponding weights, in our research, the \(w_a = 3.09\), \(w_b = 2.17\), \(w_c = 0.74\) . \(\gamma\) and \(\delta\) are the parameter to adjust the weight of publication quality and project quality, and \(\gamma + \rho = 1\), here in our study, the \(\gamma = 0.7\) and \(\rho = 0.3\).

### 3.2. Document-level analysis

After the user-level analysis, for each author, we can obtain their candidate readers from millions of online users. But author’s each specific article has the unique and different characteristics, therefore, document-level analysis is essential for making a good knowledge sharing system. In our research, article similarity between target article and candidate readers’ publication is used to determine whether the article is sharing to the reader or not.

Traditionally, author-assigned keywords are used to represent the article’s main research interest. However, each article only has several keywords and these keywords are not standardized. The limited and unstandardized keywords cannot enough express the content of the article. The abstract and title still contain the important information about the article, moreover, the keywords-article matrix is very sparse because the low quantity of the keywords, thus cause the inaccurate match. In our research, not only author-assigned keywords, the abstract and title are also extracted to profile the article, the different weight is assigned respectively. Natural language processing(NLP) techniques is used to process the text, such as segmentation and filtering the stop words. The article is initially represented by a bag of words, then the term frequency–inverse document frequency(TF-IDF) methods is adopted to process every article. TF-IDF, which is belong to statistical method, is the most widely used technique in information retrieval[39]. TF-IDF can reflect the importance of a word to a document in a corpus. It consists of two parts, term frequency and inverse document frequency. Term frequency(TF) measure the number of times a word occurs in a document, the problem is the common words will have the high TF, but these common words usually have less useful for distinguish the content of documents. Therefore, inverse document frequency(IDF) is used to reduce common words’ weight. After calculating the weight of each words in every document, vector space model(VSM) algorithm is selected to represent document into N-dimensional vector. VSM can facilitate the computation of document similarity, the detail is see as follows:

\[
TF_{ij} = \frac{n_{ij}}{m_j} \quad (10)
\]

\[
IDF_i = \log \left( \frac{|D|}{|d: d \ni i|} \right) \quad (11)
\]

\[
TFIDF_{ij} = TF_{ij} \cdot IDF_i \quad (12)
\]

where, \(TF_{ij}\) is the frequency of word \(i\) in document \(j\), \(n_{ij}\) is the number of word \(i\) occurred in document \(j\), \(m_j\) is the total of words in document \(j\). \(|D|\) refers to the number of documents in the corpus, \(|d: d \ni i|\) is the number of documents which own word \(t_i\).

\[
W_i = \varepsilon w_{key} + \mu w_{tit} + \theta w_{abs} \quad (13)
\]

\[
SVM = D(TI, W_1; T_2, W_2; ... T_n, W_n) \quad (14)
\]

\[
DLA(i,j) = \cos(D_i, D_j) = \frac{D_i \cdot D_j}{\|D_i\| \|D_j\|} \quad (15)
\]

where, \(w_{key}\), \(w_{tit}\) and \(w_{abs}\) represent the value of TF-IDF in keywords, title and abstract. \(\alpha\), \(\beta\) and \(\gamma\) are the weight of \(w_{key}\), \(w_{tit}\) and \(w_{abs}\), in present research, set \(\varepsilon = 0.5\), \(\mu = 0.3\), \(\theta = 0.2\). Document D is represented by the words and its weight as the vector. \(\cos(D_i, D_j)\) is the cosine similarity of document \(D_i\) and \(D_j\).

### 3.3. Two-stage academic knowledge sharing system

To address the academic information overload, helping authors effectively spread their publications. we proposed a two-stage academic knowledge sharing system. The framework is showed in Figure 1.
In the first stage, user-level analysis is conducted to produce candidate readers for the next stage. The necessity is user-level analysis can be calculated in advance, and in a long period can remain stable, this is essential in the academic social network which has millions of users. Three dimensions are being taken into consideration in user-level analysis, thus we need to aggregate them into one indicator to obtain the final candidate ranking. The research topic relevance and social relation is most important, research quality as the regulator to adjust the ranking list. The aggregate score of two users is represent as Equation 15. Although the potential readers have been calculated, but for target user to share their publications to others, each specific article has the unique characteristics, thus the document-level analysis should be combined with the user-level analysis to get the best performance, see as Equation 16.

\[ ULA_{AB} = (RTR(A, B) + SR(A, B))(1 + \frac{qua_B - qua_A}{qua_B}) \] (15)

\[ FS(A_i, B) = \varphi ULA_{AB} + \omega \frac{DA^A_L}{n} \] (16)

Where, \( ULA_{AB} \) is the aggregate score of user A and B in user-level analysis, take A as the target author, the other user i who have the high \( ULA_k \) will ranking in front, \( (Top(A, B) + Con(A, B)) < \delta \) is defined to maintain the lowest topic relevance and relation connectivity, \( \delta \) is the threshold. \( FS(A_i, B) \) is the final score of author A’s article i to user B, \( j \) is the publication of user B, \( n \) is the number of publications of user B, \( \varphi \) and \( \omega \) are parameter set to balance the user-level and document-level weight, and \( \varphi + \omega = 1 \), here, the \( \varphi = 0.41 \) and \( \omega = 0.59 \).

4. Experiment evaluation

To evaluate whether our proposed method can effectively affect the academic knowledge sharing, we conducted an experiment in ScholarMate, which is one of the most popular academic social network in China. ScholarMate has more than 2.2 million users and 18 million publications. The user’s homepage contains multiple information, such as their research topics, publications, projects, and social relation. ScholarMate can automatically collect the user’s publications and projects, user only need to click and confirm it. This facility the user to share their publications to others, also, in the ScholarMate, users can make connection with each other, comment and share another user’s publications.

Our proposed academic knowledge sharing systems has been implemented in the ScholarMate as the value-added services. Thus, the registered user can be used to evaluate the performance of the system. Figure 2 shows the interface of user’s homepage and our proposed academic knowledge sharing system on ScholarMate.

In our experiment evaluation, 40 users were randomly selected from the user database as the target users to actively share their publications, that each of them has at least one publication. For each target user, their latest publication as the target article to share is selected, for each target article, top-N reader is generated by different algorithms, which is content-based(CB) method which is using the keywords match, content-based with semantic enhanced method (CBS), algorithm that only consider the research topic relevance(RTR), algorithm that only consider social

![Figure 2. Interface of user homepage and academic knowledge sharing system in ScholarMate](image-url)
relation(SR), algorithm that based on user-level analysis(ULA) and our proposed method(ULA-DLA). After the reader received the target article, the decision should be made whether accept it or not based on their judgment, when the reader consider that the recommended article is relevance, trust or meets their quality needs, they can click to accept it, otherwise, they can click to reject it. The reader’s feedback is the most authoritative result to evaluate the performance of our algorithm, the average of response rate was about 69% for each algorithm.

Academic knowledge sharing systems provide a list of candidate readers for target articles, the readers can choose to accept the target articles or not. The accuracy is the most important indicator to evaluate the recommender systems, accuracy is usually measured by precision and mean average precision(MAP)[40], the detail of the evaluation metrics is showed as Equation 17 and 18.

\[
\text{Pre} - @ K = \frac{N_{tp}}{K} \tag{17}
\]

\[
\text{MAP} = \frac{1}{U} \sum_{i=1}^{U} \frac{1}{N_{i}} \sum_{k=1}^{n_{i}} P_{ik} \tag{18}
\]

Where, \(K\) is the number of generated readers for each target article, here set, \(K = 5, K = 10\) and \(K = 30\), \(N_{tp}\) is the number of readers who accept the articles; \(U\) is the number of target articles, \(n_{i}\) is the number of recommended readers with regard to article \(i\), \(P_{ik}\) is the precision of a list of ranked retrieval results from the top results until the reader \(k\).

The precision results of five methods is showed in Figure 3-5, as we can see, in Figure 3, when \(k=5\), the precision of ULA-DLA is 0.54, ULA is 0.43, SR is 0.39, CBS is 0.37, RTR is 0.32 and CB is 0.25. When \(k=10\) and \(k=30\), we can reach the same conclusion. The rank performance of our proposed method and baselines is also evaluated. MAP measures the effectiveness of our rank. Top-ranked readers accept the target article indicate the algorithm has a good performance. Figure 6 shows the MAP scores of 5 methods. The MAP score of our proposed method is 0.50, while CB is 0.23, there has more than 100% improvement. The MAP of ULA, SR, CBS and RTR is 0.41, 0.37, 0.33 and 0.31 respectively.

The results prove that our proposed method has the best performance compared with all the baselines. The ULA algorithm which is only consider the user-level analysis have more than 40% acceptance rate, this means target article can be effectively shared to new users that have no publications. SR has the better performance than the RTR, further confirm the importance of trust in recommendation system. Although CB is the most widely used method in document information retrieval, but there has a poor performance in our research. The CBS method take advantage of semantic meaning of keywords, has a better performance than CB, but worse than SR, the reason maybe is co-author and online friend have the similar research interests. The ULA only worse than ULA-DLA, better than other four methods, the reason maybe is user-level analysis combine three dimensions to profile users, research topic relevance, social relation and research quality is the main factors affect the readers’ decisions.

Furthermore, a paired-sample T test is conducted to verify whether there is a significant improvement than the baseline methods. As we can see in Table 1, that our proposed methods in Pre-@5, Pre-@10 and Pre-@30 are all significantly better than the baseline.

![Figure 3. The precision rate of K=5](image)

![Figure 4. The precision rate of K=10](image)

![Figure 5. The precision rate of K=30](image)
There are also some limitations in our research. First, in user-level analysis, research topic, social relation and research quality are take into consideration, but there are other factors maybe influence the knowledge sharing, like user’s personal motivation. In future, user’s personal preference can be surveyed and combined into the analysis framework. Second, user’s research interests are a dynamic factor, using publications to measure it may generate a delay. Therefore, the user’s online behavior (e.g. like, comment and download) should be considered to profile the user’s recent interests.

5. Conclusion

The rapid growth of online content has making significant challenges for knowledge sharing and discovery, especially in the academic area. With the rise of social networks, authors can actively share their publications to potential readers so as to facilitate the knowledge sharing and to promote research innovation. In this paper, an academic knowledge sharing system is proposed to address the academic information overload problem from author’s perspectives. Taking advantages of the author’s subjective initiative and knowledge sharing capabilities in the social network, the proposed method can significantly change the way of academic knowledge sharing and discovery. In the proposed method, we combine the user-level and document-level analysis in the same model. Research topic relevance, social relation and research quality are both taken into consideration in user-level analysis. The three dimensions are calculated in advance so as to provide efficient recommendation results in the academic social network with millions of users. Moreover, for a new user (e.g., a PhD student who has no publications), the user-level analysis can successfully solve the cold-start problem and recommend the most relevant articles to them. For the user’s which has the publications, by combine the document-level analysis, target articles can be recommended with ease.

![Figure 6. The MAP scores](Image)

**Table 1. Result of T-test**

<table>
<thead>
<tr>
<th></th>
<th>Pre-@5</th>
<th>Pre-@10</th>
<th>Pre-@30</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CB</td>
<td>0.027**</td>
<td>0.006*</td>
<td>0.000*</td>
<td>0.000*</td>
</tr>
<tr>
<td>RTR</td>
<td>0.000**</td>
<td>0.001**</td>
<td>0.028**</td>
<td>0.014**</td>
</tr>
<tr>
<td>CBS</td>
<td>0.002**</td>
<td>0.018**</td>
<td>0.013**</td>
<td>0.004**</td>
</tr>
<tr>
<td>SR</td>
<td>0.003**</td>
<td>0.026**</td>
<td>0.034**</td>
<td>0.000**</td>
</tr>
<tr>
<td>ULA</td>
<td>0.000**</td>
<td>0.001**</td>
<td>0.015**</td>
<td>0.000**</td>
</tr>
</tbody>
</table>

*P significant at $\alpha \leq 0.01$

**P significant at $\alpha \leq 0.001$
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