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Introduction

The staggering increase in both types and amount of data in recent years is starting to impact many aspects of our lives, from politics to transportation to health care. It is also changing the way we carry out research and make sense of our environment. As Anderson envisioned in the early days of the convergence between increasing data generation, the technological infrastructure to process it, and the artificial intelligence to extract meaning from it: “This is a world where massive amounts of data and applied mathematics replace every other tool that might be brought to bear. Out with every theory of human behavior, from linguistics to sociology. Forget taxonomy, ontology, and psychology. Who knows why people do what they do? The point is they do it, and we can track and measure it with unprecedented fidelity. With enough data, the numbers speak for themselves” (2008). Hyperbole aside, significant changes in how research is conceived of are already visible. As Halfpenny and Procter (2015) suggest, “It is possible that it will promote the use of new computational social science methods in place of more traditional quantitative and qualitative research methods” (p. 18).

In language education research, the availability of large sets of data (from corpora to social media posts, and from attendance data to the ways and frequency with which learners interact with online resources) presents intriguing opportunities. If we can track large groups of learners over long periods of time, could we identify common patterns, facilitative and inhibitory variables, and possibly even predict future performance? Could we identify possible problems more easily and intervene more quickly? Could we observe what our learners do beyond the classroom—even after their course finishes? And could we then provide ongoing support for genuine life-long learning (Thomas et al., 2017)?

These questions may seem broad, even far-fetched, but they are starting to become relevant even in regular classrooms—even more so now with the increase in online courses—where teachers have access to learners’ data beyond what is observable in class, from grade point averages across school subjects, to comparisons in performance between classes, courses, and teachers (Lan et al., 2017). The availability and often considerable transparency of the data are providing teachers and administrators alike with unprecedented opportunities (Hsiao et al., 2017; Kuromiya et al., 2020; Wen & Song, 2021).

These opportunities come with significant challenges. Data is meaningless unless it can serve a pedagogic purpose, unless it can be mined, and unless it can be validated and interpreted. This may require a rethinking of the role of teachers—as well as everyone else who works in education, from researchers to managers. Researchers are likely to need to develop new skills (Godwin-Jones, 2017). New big data analytical techniques must be adopted to deal with “the five Vs” (i.e. the characteristics of big data, volume, velocity, variety, veracity, and value; see Gandomi & Haider, 2015). All of this is challenging enough, and then there are considerable privacy, security, and ethical concerns. Who owns the data? Who should have access to them? Who safeguards them?

These questions are becoming more pertinent as more data is becoming available. One source is the growing number of devices connected to the internet. It is estimated that by 2023 there will be over 50 billion connected devices. This will go beyond cellphones and computers, to include objects such as cars,
household appliances, and—as the technology improves—clothes, utensils and all manner of everyday items. The “Internet of Things” will also enable physical educational resources (e.g. classrooms, libraries, and also textbooks and worksheets) to be connected to other datasets (e.g. student information, attendance, test scores, etc), offering opportunities for identifying patterns previously difficult or impossible to observe. Another source of the growing availability of data is the increase in online language education due to Covid-19. Some of that will return to face-to-face instruction, but a long-term increase in blended and hybrid forms of education is likely.

All this means that teachers increasingly—and as is clear from the experiences of 2020-2021—urgently need the skills and tools to recognize the types and scope of data available to them, their potential uses, and the ways of putting the insights to pedagogical use (Reinders, 2018).

This Issue

Given the excitement in many scientific fields about the impact of big data, and its relevance to our current educational context, when we were asked by the editors of Language Learning & Technology to guest-edit a special issue on this topic. We anticipated a large number of submissions. Interestingly, this did not turn out to be the case. While previous special issues on “What are the digital wilds?” (Sauro & Zourou, 2019) and “Corpora in language learning and teaching” (Vyatkina & Boulton, 2017) received 49 and 67 abstract submissions respectively, we only received 30. Out of these submissions, some did not report on research, and others did not report on big data. Despite the extensions in deadline and an active call for articles, we ended up with just two articles.

In the first paper, “Lexical complexity, writing proficiency and task effects in Spanish dual language immersion,” Schnur and Rubio investigated the effect of task types on three measures of lexical complexity, diversity, density, and sophistication. By using a large selection the of written Spanish subsection of the Corpus of Utah Dual Language Immersion, they confirmed that the effect of the tasks indicated that text genre impacts learners’ lexical density, while tasks that were more complex elicited higher lexical sophistication. Meanwhile, a broad and deep lexical repertoire is a key feature of more advanced proficiency levels.

The second paper, “Item-level learning analytics: Ensuring quality in an online French course,” written by Youngs, reports on the development of a visualization tool aimed at using learning analytics to help the instructor make informed decisions about students’ learning. The results of piloting the tool in an online French course showed that it led to identifying low-achieving students and in particular issues with poor course materials, in order to be able to intervene earlier on.

It is difficult to speculate on the reasons for the lackluster response to our call for papers. Perhaps we did not disseminate our call widely enough, or perhaps competing publications diminished the pool of available research. However, given the relatively few publications that have appeared in our field that draw on big data, it is our impression that language education is only just starting to wake up to its potential for learning, teaching and research. It is our hope that the current circumstances will provide an impetus (or a wake-up call) for our field to catch up. The computational turn in language education is coming and it is our duty to ensure it is pedagogically—and not technologically—driven and relevant.
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