WIDEBAND SLOPE OF INTERFERENCE CHANNELS

A DISSERTATION SUBMITTED TO THE GRADUATE DIVISION OF THE UNIVERSITY OF HAWAI‘I AT MĀNOA IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE DEGREE OF

DOCTOR OF PHILOSOPHY

IN

ELECTRICAL ENGINEERING

MAY 2013

By

Minqi Shen

Dissertation Committee:
Anders Høst-Madsen, Chairperson
N. Thomas Gaarder
Aleksandar Kavčić
Narayana P. Santhanam
J. B. Nation
Acknowledgments

I am deeply indebted to many extraordinary individuals for making my graduate studies one of the most rewarding periods of my life. First of all, I would like to express my deepest gratitude to my adviser Dr. Anders Høst-Madsen, for his guidance and support throughout the past few years. I have benefited tremendously from many insightful and inspiring discussions with him on the topics in information theory and multiple user communication systems. This work has been done mostly in our collaboration.

I would like to thank Dr. Thomas Gaarder, Dr. Aleksandar Kavčić, Dr. Narayana Santhanam, and Dr. J. B. Nation for serving on my dissertation committee. I would also like to thank Dr. James Yee for serving on my qualify examination committee. I thank them for their extraordinary teaching, which has always been a source of inspiration.

Further more, a special thanks to my fellow students residing in HOLM 490, from both the present and the past: Da, Ciril, Ying, Sharif, and Navid. I thank them for the enjoyable and informative conversations that lighten up my daily life as a graduate student.

Last but not the least, I would like to thank my parents for their being encouraging and supportive through my life.
This dissertation studies the bandwidth-power tradeoff of $K$-user interference channels in the low-SNR regime, which is mirrored by $R \left( \frac{E_b}{N_0} \right)$: the spectral efficiency as a function of the transmitted energy per information bit. A system working in the low-SNR regime—a concept defined in [1], is characterized by very small $R$, such that $R \left( \frac{E_b}{N_0} \right)$ can be closely approximated by its first-order expansion determined by two measures: the minimum energy per bit $\frac{E_b}{N_0} \bigg|_{\text{min}}$ and the wideband slope $S_0$, which is the first-order slope of $R \left( \frac{E_b}{N_0} \right)$ as $\frac{E_b}{N_0}$ approaches $\frac{E_b}{N_0} \bigg|_{\text{min}}$.

The low-SNR regime performance of an interference channel was studied in [2]. It has shown that $\frac{E_b}{N_0} \bigg|_{\text{min}}$ is not affected by interference while $S_0$ is reduced by it, implying that interference indeed deteriorates system performance as long as $R$ is non-zero.

[1] indicates that the low-SNR regime performance is approached as SNR tends to zero, where SNR is the signal to noise ratio per second per Hz. This dissertation considers two cases in which the limit $\text{SNR} \to 0$ is achieved. One is the large bandwidth case, where the bandwidth $B \to \infty$ while power $P$ is fixed and finite. The other case is the small bandwidth case, where $P \to 0$ and while $B$ is fixed and finite.

The large bandwidth case is characterized by propagation delays considerably larger than the symbol duration. For $K$-user interference channel working under this case, this dissertation proposes an interference alignment scheme over time domain which achieves $\Delta S_0 = \frac{1}{2}$ with probability one, independent of the number of users $K$. It improves the best known performance achieved by TDMA by a
factor of $K/2$. Outer bounds on $S_0$ are also developed, which reveal that this interference alignment scheme is asymptotically optimal as $K \to \infty$.

In the small bandwidth case, propagation delay is assumed to be zero. Quite the contrary to the large bandwidth case, this dissertation shows that there exists a set of channel realizations with non-zero probability, for which the achievable $S_0$ satisfies $\Delta S_0 < 1/K + \delta$, $\forall \delta > 0$, therefore TDMA is almost optimal. For channel realizations not in this set, an interference alignment scheme based on the concept of circularly asymmetric signaling is proposed. For some channel realizations, it gives noticeably better performance comparing with existing achievable schemes.
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Chapter 1

Introduction

This thesis studies the bandwidth-power trade-off of a $K$-user interference channel in the low-SNR regime\(^1\). For wireless communication systems, bandwidth and input power are two important design parameters. They are related by the function $R \left( \frac{E_b}{N_0} \right)$, where $\frac{E_b}{N_0}$ is the transmitted energy per bit, and $R$ is the spectral efficiency. Low-SNR regime is a concept established by S. Verdú in the 2002 paper [1]. A system working in this regime is characterized by very small spectral efficiency, such that the $R \left( \frac{E_b}{N_0} \right)$ curve can be closely approximated by its first-order expansion, which is determined by two measures: the minimum energy per bit $\frac{E_b}{N_0}\bigg|_{\text{min}}$ and the wideband slope $S_0$. $\frac{E_b}{N_0}\bigg|_{\text{min}}$ is the minimum transmitted energy per bit required by reliable communication, which can only be achieved at zero spectral efficiency; and $S_0$ is the first-order slope of $R \left( \frac{E_b}{N_0} \right)$ as $\frac{E_b}{N_0}$ approaches $\frac{E_b}{N_0}\bigg|_{\text{min}}$.

To evaluate the impact of interference, we will use the performance of its corresponding interference-free channel as the reference point. Here we define the corresponding interference-free channel of an interference channel to be a channel with the same direct-link channel coefficients and same noises as the interference channel, but with no interference links.

In their 2004 work [2], G. Caire et al. have shown that the minimum energy per bit of an interference channel is equal to that of its corresponding interference-free channel. Therefore interference does not affect channel capacity when the spectral efficiency is zero. However, as long as the spectral efficiency is non-zero, even very small and close to zero, interference starts to hurt system performance: the wideband slope will be deteriorated. For instance, our discussion in chapter 3 will show that $\forall \delta > 0$, there exists a set of $2$-user interference channel realizations with non-zero probability, whose the achievable wideband slope of each user must satisfy $S_0 < 1 + \delta$, while the corresponding interference-free channel can achieve $S_0$ equal to $2$. This result indicates that to achieve the same data rate, these

\(^1\)SNR stands for the signal to noise ratio per second per Hz. It will be formally defined in section 1.1.
2-user interference channel realizations require two times as large the bandwidth required by the corresponding interference-free channel.

The wideband slope region of the interference channel remains an open problem. We will introduce background knowledge of the low-SNR regime in section 1.1 and section 1.2, then briefly review the general Gaussian interference channel capacity and the previous results on its low-SNR regime performance in section 1.3.

### 1.1 Channel Capacity And Minimum Energy Per Bit

Let us begin from a discrete-time memoryless channel with single input and single output. This channel consists of an input alphabet $\mathcal{X}$, an output alphabet $\mathcal{Y}$, and conditional probability $p(y|x)$, which expresses the probability of observing symbol $y$ at the output if symbol $x$ is transmitted at the input. The channel capacity $C$ of the discrete-time memoryless channel is defined by C. E. Shannon in [3]. It is the maximum mutual information between the channel input and the channel output, optimized over all the possible input $x$ with cumulative distribution function $F_{x}(x)$, i.e.,

$$C = \max_{F_{x}(x)} I(X;Y).$$

Now we want to transmit message $W$ over the channel, where $W$ is drawn from the index set $\{1, \cdots, 2^{NR}\}$. At the transmitter, $W$ is mapped to a length $N$ codeword $X^{N}(W)$. The receiver then decodes $W$ from the channel output $Y^{N}$ following a proper decoding rule, $\hat{W}(Y^{N})$. An error occurs if $\hat{W} \neq W$. $R$ is defined as the rate of the $(2^{NR},N)$ codebook. Shannon’s channel coding theorem states that for every $R < C$, there exists a $(2^{NR},N)$ codebook such that the probability of error can be made arbitrarily small as $N \rightarrow \infty$. Conversely, any codebook with arbitrarily small probability of error must satisfy $R < C$.

Figure 1.1 depicts a discrete-time Additive White Gaussian Noise (AWGN) channel. At time instance $n$, the channel output $y$ is

$$y[n] = x[n] + z[n].$$ (1.1)

The noise $Z$ is an independent and identically distributed (i.i.d.) circularly symmetric complex Gaussian random variable with variance $N_0$, whose distribution function is denoted as $\mathcal{CN}(0,N_0)$. For any length-$N$ input sequence $x^{N}$, we re-
quire an average energy per channel use constraint

\[ \frac{1}{N} \sum_{n=1}^{N} |x[n]|^2 \leq p. \]

Figure 1.1: AWGN Channel Model

Denote the signal to noise ratio per channel use by SNR \( \triangleq \frac{P}{N_0} \). The capacity of this AWGN channel is

\[ C = \log (1 + \text{SNR}), \]

achieved using an appropriate \((2^{NR}, N)\) codebook, whose entries are generated by i.i.d. Gaussian random variable \( X \sim \mathcal{CN}(0, p) \).

This discrete-time channel model can represent a bandlimited channel with two-sided bandwidth \( B \) and power constraint \( P, P = B \cdot p \), being sampled at the Nyquist–Shannon rate \( B \). The achievable rate of the continuous-time channel can be found by \(^2\)

\[ R = B \cdot R. \]

In this continuous-time channel model, \( R \) can be interpreted as the spectral efficiency. Given

\[ \text{SNR} = \frac{P}{N_0 B}, \quad (1.2) \]

SNR can be interpreted as the signal to noise ratio per second per Hz.

The channel capacity of a continuous-time AWGN channel is

\[ C = B \cdot C = B \cdot \log (1 + \text{SNR}). \quad (1.3) \]

We can see that \( C \) is a function of two design parameters, the power \( P \) and the bandwidth \( B \). In his famous 1948 work [3], C. Shannon has noticed that for any

\(^2\)A rigorous proof can be found in [4].
fixed power constraint $P$, a system with infinite bandwidth $B$ achieves the best possible channel capacity, because $C$ increases monotonically with the bandwidth. This observation is summarized by the following formula

$$C_{\text{max}} = \lim_{B \to \infty} B \log \left( 1 + \frac{P}{N_0 B} \right) = \frac{P}{N_0} \log_2 e. \quad (1.4)$$

Equivalently, the transmitted energy per bit achieves its minimum value required by reliable communication at infinite $B$:

$$\frac{E_b}{N_0}_{\text{min}} = \lim_{B \to \infty} \frac{P}{N_0 B \cdot C} = \log_2 2, \quad (1.5)$$

which is approximately $-1.59$ dB.

The limit in Equation 1.5 can also be achieved in an alternative way. Assume that the system has certain amount of energy $E$, while the bandwidth $B < \infty$; and the system wants to transmit the maximum amount of data possible given the available amount of energy. To achieve this goal, the available energy shall be spread over the time domain:

$$(CT)_{\text{max}} = \lim_{T \to \infty} TB \log \left( 1 + \frac{E}{N_0 TB} \right) = TB \cdot \frac{E}{N_0 TB} \log_2 e = \frac{E}{N_0} \log_2 e. \quad (1.7)$$

The transmitted energy per bit achieves its minimum value required by reliable communication at $T = \infty$:

$$\frac{E_b}{N_0}_{\text{min}} = \lim_{T \to \infty} \frac{E}{N_0 TB \cdot C} = \log_2 2. \quad (1.8)$$

Comparing Equation 1.5 and Equation 1.8, we can see that in general, the minimum energy per bit is achieved as SNR goes to zero, i.e., if a transmission scheme has spectral efficiency $R(\text{SNR})$, then its achievable minimum energy per bit can
be obtained from

\[
\frac{E_b}{N_0\big|_{\text{min}}} = \lim_{\text{SNR}\downarrow 0} \frac{\text{SNR}}{R'(\text{SNR})}.
\]  

(1.10)

Given Equation 1.10, further reduction in [1] proves that the achievable minimum energy per bit is determined by the first-order Taylor expansion coefficient of \(R(\text{SNR})\) at zero SNR:

\[
\frac{E_b}{N_0\big|_{\text{min}}} = \log_e \frac{2}{R'(0)}.
\]  

(1.11)

If \(R(\text{SNR})\) is differentiable, then

\[
\dot{R}(0) = \frac{dR(\text{SNR})}{d\text{SNR}} \bigg|_{\text{SNR}=0}.
\]

Definition 1. [1] We call a transmission scheme first-order optimal if it achieves the optimal minimum energy per bit:

\[
\dot{R}(0) = \dot{C}(0).
\]

Further, [1] shows that the \(\dot{C}(0)\) is equal to the channel gain \(G\) for a general point-to-point AWGN channel defined as

\[
y = Hx + z,
\]  

(1.12)

where the \(m \times m\) matrix \(H\) is the channel coefficient matrix, \(m\) can be any positive integer. For this channel,

\[
\dot{C}(0) = G
\]  

(1.13)

\[
G \triangleq \sup_{F_x} \frac{E[\|Hx\|^2]}{E[\|x\|^2]}
\]  

(1.14)

If \(m = 1\), \(H\) becomes a complex scalar \(h\), which gives \(\dot{C}(0) = |h|^2\) and

\[
\frac{E_b}{N_0\big|_{\text{min}}} = \log_e \frac{2}{|h|^2}.
\]

After the channel coefficient matrix \(H\) is introduced into the channel model, \(\dot{C}(0)\) becomes dependent to the channel state information (CSI), i.e., the knowledge of
\( \mathbf{H} \), at the transmitters and the receivers. The case where only the transmitters have CSI is discussed in \([5]\) and \([6]\). It turns out that even if the receivers have no CSI at all, the channel can still achieve optimal \( \frac{E_b}{N_0} |_{\min} \). Depending on the types of CSI the transmitters have, the optimal channel gain of the general AWGN channel varies. Two extreme cases are:

- The transmitters have perfect CSI. In this case, \( G \) is equal to \( \lambda_{\max}^2 \), where \( \lambda_{\max} \) is the largest singular value of \( \mathbf{H} \).
- The transmitters have no CSI on the realization and statistic properties of \( \mathbf{H} \). In this case, \( \sup_{\mathbf{F}_x} \frac{E[|\mathbf{Hx}|^2]}{E[|\mathbf{x}|^2]} \) is equal to \( \frac{1}{n} E \left[ \text{trace} \left( \mathbf{H}^\dagger \mathbf{H} \right) \right] \).

In-depth studies on the channel coherence in low-SNR regime include \([1]\), \([7]\) and \([8]\). It is trivial that Gaussian input, which achieves channel capacity, is first-order optimal. On the other hand, a first-order optimal input is not necessarily capacity achievable. \([3]\) has noticed that BPSK signaling whose input distribution is

\[
x = \begin{cases} \sqrt{P} e^{j\theta}, & \text{with probability } \frac{1}{2} \\ -\sqrt{P} e^{j\theta}, & \text{with probability } \frac{1}{2} 
\end{cases}
\]

is first-order optimal; and \([9]\) has shown that on-off signaling with vanishing duty cycle whose input distribution is

\[
x = \begin{cases} 0, & \text{with probability } 1 - \delta \\ \sqrt{A}, & \text{with probability } \delta 
\end{cases}
\]

where \( \delta = \frac{P}{A} \), is also first-order optimal.

In summary, at zero SNR, the continuous-time AWGN channel is the most energy efficient, and its performance is determined by the minimum energy per bit. A first-order optimal transmission scheme achieves the optimal minimum energy per bit required for reliable communication. A system with no receiver CSI and small input symbol set can achieve first-order optimal performance. Therefore, working at zero SNR benefits the performance and makes system design much easier.

### 1.2 Low-SNR Regime And Wideband Slope

Comparing with high SNR, using low SNR is a more energy efficient choice. When the SNR is small, the capacity of a discrete-time point-to-point channel
satisfies \( \log (1 + \text{SNR}) \approx \text{SNR} \log e \), which implies that the spectral efficiency \( R \) grows almost linearly with SNR; on the other hand, if the SNR is high, we have \( \log (1 + \text{SNR}) \approx \log \text{SNR} \), i.e., \( R \) grows with SNR in logarithm.

For decades, the low-SNR regime performance of a system is merely measured by its achievable minimum energy per bit, and whether a transmission scheme is first-order optimal is the only criterion of optimality in the low-SNR regime. The main disadvantage of using \( \frac{E_b}{N_0} \bigg|_{\text{min}} \) as the performance measure is that it only characterizes the system performance at zero spectral efficiency, as Verdú has pointed out in [1]. A real world system can neither have infinite bandwidth or zero input power; its spectral efficiency \( R \) can be small, but can never be exactly zero. For such systems, the central question which \( \frac{E_b}{N_0} \bigg|_{\text{min}} \) alone can not answer is: how much gain can be obtained in spectral efficiency \( R \), if we are willing to spend more energy on each information bit transmitted than its minimum value \( \frac{E_b}{N_0} \bigg|_{\text{min}} \). To illustrate the trade-off between the spectral efficiency and the energy per bit, we need a new measure which can withstand the test of non-zero spectral efficiency analysis.

The modified concept of low-SNR regime was established by S. Verdú in the 2002 paper [1]. A system working in this regime is characterized by very small but non-zero spectral efficiency, such that the \( R \left( \frac{E_b}{N_0} \right) \) curve can be closely approximated by its first-order expansion, which is determined by two measures: the minimum energy per bit \( \frac{E_b}{N_0} \bigg|_{\text{min}} \) and the wideband slope \( S_0 \). The wideband slope \( S_0 \) is the first-order slope of \( R \left( \frac{E_b}{N_0} \right) \) as \( \frac{E_b}{N_0} \) approaches \( \frac{E_b}{N_0} \bigg|_{\text{min}} \), which is defined as

\[
S_0 \triangleq \lim_{\frac{E_b}{N_0} \downarrow \frac{E_b}{N_0} \bigg|_{\text{min}}} \frac{R \left( \frac{E_b}{N_0} \right)}{10 \log_{10} \frac{E_b}{N_0} - 10 \log_{10} \frac{E_b}{N_0} \bigg|_{\text{min}}} 10 \log_{10} 2. 
\tag{1.15}
\]

\( S_0 \) is in \( /s/\text{Hz}/3\text{dB} \). Notice that \( \frac{E_b}{N_0} \) is in dB; defining \( S_0 \) in this way makes it independent from the channel gain \( G \).

Combining Equation 1.15 and Equation 1.10, further reduction in [1] proves that the wideband slope can be determined by the first and second order Taylor expansion coefficients of \( R \left( \text{SNR} \right) \) at \( \text{SNR} = 0 \):

\[
S = -\frac{2 \left( \dot{R} (0) \right)^2}{\ddot{R} (0)}, 
\tag{1.16}
\]

\( \dot{R} (0) = \frac{d^2 R \left( \text{SNR} \right)}{d \text{SNR}^2} \bigg|_{\text{SNR}=0} \) if \( R \left( \text{SNR} \right) \) is second-order differentiable.
Two observations can be made given Equation 1.15. First, if two systems achieve equal $\frac{E_b}{N_0}|_{\min}$ value, the $\frac{E_b}{N_0}$ value of the system with higher wideband slope approaches its minimum value faster, and this system is therefore more spectral efficient. Second, the priority in low-SNR regime is to minimize $\frac{E_b}{N_0}|_{\min}$. We say that system $A$ performs better than system $B$ in the low-SNR regime if system $A$ achieves lower $\frac{E_b}{N_0}|_{\min}$ value than system $B$. This is because as long as the wideband slope of system $A$ is non-zero, there always exists $\epsilon > 0$ such that if $\frac{E_b}{N_0} < \epsilon$ then $R_A \left( \frac{E_b}{N_0} \right) > R_B \left( \frac{E_b}{N_0} \right)$. Based on this two observations, we have the following remark:

**Remark 2.** To make fair comparison of the wideband slopes between different systems, they must have equal $\frac{E_b}{N_0}|_{\min}$ in the first place.

In the low-SNR regime, the optimality of a transmission scheme is determined by two measures: the minimum energy per bit and the wideband slope.

**Definition 3.** [1] A first-order optimal transmission scheme is *second-order optimal* if it achieves optimal $\hat{R}(0)$, i.e.,

\[
\begin{align*}
\hat{R}(0) &= \hat{C}(0), \\
\hat{R}(0) &= \hat{C}(0).
\end{align*}
\]

It is expected that not all first-order optimal transmission schemes are second-order optimal. In the previous section, we have seen that to achieve first-order optimal performance, the receiver does not need to know the channel state information. However, the wideband slope will be considerably deteriorated if the receiver is deprived of the channel state information. For the AWGN channel defined by Equation 1.12, [1] shows that if the receiver has perfect CSI, the optimal wideband slope is

\[
S = \frac{2l}{m\kappa(\sigma_{\max})} \text{s/Hz/3dB},
\]

where $\kappa()$ is the kurtosis of a random variable, $\sigma_{\max}$ is the maximal singular value of $H$, and $l$ is the multiplicity of $\sigma_{\max}$. On the other hand, if the receiver has no CSI, the optimal wideband slope is

\[
S = \frac{2}{m} \left( \frac{\text{Tr} \left( E \left[ HH^H \right] \right)}{\text{Tr} \left( E \left[ (H^H)^2 \right] \right)} \right)^2 \text{s/Hz/3dB}.
\]

Another example is that BPSK signaling is first-order optimal, but it can not
withstand the test of non-zero $R$. [1] shows that the achievable slope of BPSK is only half of the optimal value. It means that to achieve same spectral efficiency in low-SNR regime, BPSK needs approximately twice the bandwidth.

Nevertheless, second-order optimal performance can still be achieved by a small input alphabet. [1] also shows that QPSK signaling is second-order optimal, where the input is drawn from:

\[
x = \begin{cases} 
\sqrt{P}e^{i\theta}, & \text{with probability } 1/4 \\
-\sqrt{P}e^{i\theta}, & \text{with probability } 1/4 \\
\sqrt{P}e^{i(\theta + \pi/2)}, & \text{with probability } 1/4 \\
-\sqrt{P}e^{i(\theta + \pi/2)}, & \text{with probability } 1/4 
\end{cases}
\]

Figure 1.2 compares the $R\left(\frac{E_b}{N_0}\right)$ curve achieved by Gaussian signaling, and its first-order approximation. We could also see that $R\left(\frac{E_b}{N_0}\right)$ is very well approximated by its first-order approximation Equation 1.15 up until $R$ is around 1 bit/s/Hz, which is fairly high.

![Figure 1.2](image)

**Figure 1.2:** Figure 3 in [1]: $R\left(\frac{E_b}{N_0}\right)$ and its first-order approximation.

Figure 1.3 shows the $R\left(\frac{E_b}{N_0}\right)$ curves achieved by BPSK, QPSK and Gaussian signaling of a AWGN channel with scalar channel coefficient, defined as

\[y = hx + z.\]
For this channel, the channel capacity is \( C = \log (1 + |h|^2 \text{SNR}) \) achieved by i.i.d. Gaussian input. \( C_0(0) = |h|^2, C_0(0) = -|h|^4 \), which gives
\[
\frac{E_b}{N_0}_{\text{min}} = \log_2 \frac{2}{|h|^2} \\
S_0 = 2.
\]

[1] has shown that the performance of QPSK is second-order optimal. In Figure 1.3, we can see that QPSK is almost as good as Gaussian input for \( R \) small. On the other hand, the performance of BPSK diverges away from the optimal \( R \left( \frac{E_b}{N_0} \right) \) curve as soon as \( E_b/N_0 \) is greater than \( E_b/N_0 \)_{min}. Notice that the \( E_b/N_0 \)_{min} in the figure is −1.59dB, which is the received minimum energy per bit.

\[ \text{Figure 1.3: Figure 2 in [1]: } R \left( \frac{E_b}{N_0} \right) \text{ curves of BPSK, QPSK and Gaussian signaling of an AWGN channel.} \]

1.3 Interference Channel Capacity And Its Low-SNR Performance

Multiple-user wireless communication is a research area of great importance from both theoretical and practical aspects. One of the basic channel models is the interference channel. It consists of \( K \) pairs of transmitters and receivers; each transmitter only wants to communicate with its corresponding receiver. Due to
the broadcast nature of the wireless medium, every receiver can also hear the messages sent by other transmitters, and they will interfere with the message sent by the corresponding receiver.

Figure 1.4 illustrates an AWGN $K$-user interference channel with scalar channel coefficients. Receiver $j$ wants to decode the message sent by transmitter $j$, but does not need those sent by other transmitters. $x_i$ denotes the input at transmitter $i$; $y_j$ denotes the output at receiver $j$; $z_j$ is the additive white Gaussian noise at receiver $j$; $h_{ji}$ denotes the channel coefficient between transmitter $i$ and receiver $j$.

At receiver $j$, the received signal $y_j$ is

$$y_j = h_{jj}x_j + \sum_{i \neq j} h_{ji}x_i + z_j,$$  \hspace{1cm} \text{(1.17)}

where $z_j$ is an i.i.d. circularly symmetric Gaussian noise drawn from distribution $Z_j \sim \mathcal{CN}(0, N_0)$. The capacity region $\mathcal{R}$ of an interference channel is defined as the union of all $n$-tuple $(R_1, R_2, \ldots, R_K)$ achieved by any input distribution satisfying the power constraints, i.e.,

$$\mathcal{R} = \bigcup_{F_{X_1, X_2, \ldots, X_K}(x_1, x_2, \ldots, x_K)} (R_1(P_1), R_2(P_2), \ldots, R_K(P_K))$$

The capacity region of the interference channel is unknown in general. One better characterized case is the 2-user interference channel with scalar channel coefficients. The capacity region of this channel is known if strong interference condition $|h_{ji}|^2 > |h_{ii}|^2$ is satisfied. [10] and [11] have shown that for a 2-user strong
interference channel, the optimal capacity region is equivalent to the intersection of the capacity region of the two embedded multiple-access channel formed by transmitter $i$, transmitter $j$, and receiver $j$; the capacity region of a multiple-access channel is known and has a close form expression. Detailed discussion can be found in [12, Chapter 15].

The capacity region of a 2-user weak interference channels where $|h_{ji}|^2 < |h_{ii}|^2$ is unknown. Research topics are divided into two main categories: good achievable schemes and tight capacity outer bounds. To characterize the capacity region precisely, the goal is to close the gap between the achievable inner bound and the outer bound.

The best achievable scheme is the Han-Kobayashi transmission scheme proposed in [13]. In this scheme, each transmitter divides the input power between two independent messages: the private message and the common message; each receiver decodes the common messages from both transmitters, and only decodes the private message of its corresponding transmitter. Besides allowing each user to split input power between private and common messages, time sharing between different users, and between the two messages of the same user are also allowed.

The achievable data rate of Han-Kobayashi scheme is the union of data rate region achieved by all possible combination of the sharing parameters. The scheme itself is very complicated. In depth discussions and interpretations can be find in [14].

There are two main types of outer bounds: the broadcast outer bound and the genie-aided outer bound. The broadcast bound first took form in [11], and was later improved by Kramer in [15]. The basic idea in developing the broadcast bound is that the capacity region of a 2-user interference channel is contained within the capacity region of a 2-user degraded broadcast channel, which is known and has a close form and single-letter expression.

Some of the well known genie-aided outer bounds are [16] and [17]. The basic idea in developing a genie-aided outer bound is to let a genie provide the receivers partial knowledge about the input signals. It is intuitively true that the genie-provided side information will not reduce the capacity region, because the receivers can always discard the side information. Thus the capacity region of the interference channel is contained within that of the genie-aided channel. To develop a capacity outer bound, the goal is to design good genie signals so that the capacity region of the genie-aided channel has an close form, single letter expression. None of the capacity outer bounds mentioned above is necessarily tighter than the others, their performances depend on the channel condition.
The major breakthrough in characterizing the 2-user interference channel capacity has been made by [16]. It shows that the gap between the capacity inner bound achieved by a simplified Han-Kobayashi scheme and certain capacity outer bound is within one bit. This result implies that Han-Kobayashi scheme is asymptotically optimal as $\text{SNR} \to \infty$, therefore is very powerful when the SNR value is high.

Although the performance of Han-Kobayashi scheme is exceptional, its computational complexity is high. This problem becomes particularly severe as the number of users $K$ increases, since the computational complexity of the generalized Han-Kobayashi scheme grows exponentially with $K$. From practical perspective, interference management methods with low computational complexity are more attractive, such as orthogonal transmission schemes like time division multiple access (TDMA) and frequency division multiple access (FDMA), or treating interference as noise (TIN).

When it comes to the $K$-user interference channel, few works discuss the capacity region for the general SNR value case. Much progress has been made recently in characterizing the capacity region in the high-SNR regime. We know that the capacity of a point-to-point discrete time AWGN channel is $R = \log (1 + \text{SNR})$, and for SNR large, $R \approx \log \text{SNR}$. In other word, the channel capacity grows almost linearly with $\log \text{SNR}$, and the system performance of a high-SNR system is determined by the degree of freedom (DoF) defined as

$$\text{DoF} = \lim_{\text{SNR} \to \infty} \frac{R}{\log \text{SNR}}. \quad (1.18)$$

The DoF is 1 for interference-free channel. For interference channel, people are interested in how much decrement will be caused by the interference, which can be measured by

$$\Delta \text{DoF} = \frac{\text{DoF of the interference channel}}{\text{DoF of the interference-free channel}}.$$

[18] has shown that any achievable $\Delta \text{DoF}$ must satisfy $\Delta \text{DoF} \leq \frac{1}{2}$. On the other hand, orthogonal transmission schemes such as TDMA only achieve $\Delta \text{DoF}$ of $\frac{1}{K}$. This gap between the achievable DoF and its outer bound is closed by Cadambe and Jafar in [19]. In their paper, a $K$-user interference channel with $m$-dimensional vector channel coefficients is considered. It shows that with probability one $\Delta \text{DoF}$ of $\frac{1}{2}$ is achievable, independent to the number of users $K$, which means every user can “get half of the cake”. Similar result is obtained for scalar interference channel in [20].
For $K$-user channel, the key technique used in achievable scheme design is called **interference alignment**. In [19], [20], and many other noticeable works discussing high-SNR regime performance of the interference channel, the alignment of interference signals is realized by using pre-coding matrices at the transmitters and zero-forcing decoding at the receivers. Under such a transmission scheme, the achievable degree of freedom of user $j$ is equal to the rank of signal subspace, which is spanned by $\mathbf{H}_{jj}\mathbf{x}_j$, that is linearly independent of the interference subspace, which is spanned by $\sum_{i\neq j} \mathbf{H}_{ji}\mathbf{x}_i$. Notice that the part of the signal subspace overlapping with the interference subspace will be discarded in zero-forcing decoding.

In the high-SNR regime, the signal to noise and interference ratio (SINR) is dominantly determined by the power density of the interference signals, while in the low-SNR regime, SINR is dominantly determined by the power density of the noise. Based on this observation, we may be tempted to conjecture that interference management is not an important issue in the low-SNR regime comparing with the high-SNR regime. This conjecture is true to some extent. The results in [2] reveal that the optimal achievable minimum energy per bit $E_{b0}\mid_{\min}$ of an interference channel is equal to that of its corresponding interference-free channel. Therefore, at zero spectral efficiency, interference does not affect the channel capacity at all, i.e., user $j$ achieves

$$R_j \approx \frac{P_j}{N_0} G_{jj} \log_2 e,$$

same as that of the corresponding interference-free channel. Notice that

$$G_{jj} \triangleq \sup_{E_{x_j}} \frac{E [\|\mathbf{H}_{jj}\mathbf{x}_j\|^2]}{E [\|\mathbf{x}_j\|^2]} \quad (1.19)$$

is the channel gain between transmitter $j$ and receiver $j$. In the scalar interference channel depicted in Figure 1.4, $G_{jj} = |h_{jj}|^2$.

However, [2] shows that as long as $R_j$ is non-zero, interference starts to affect performance: it will deteriorate the wideband slope. Consider the 2-user weak interference channel as an example. Chapter 3 will show that there exists an open set of channel realizations with non-zero probability, for which the wideband slope achieved by TDMA can get arbitrarily close to the wideband slope outer bound. It implies that to achieve equal data rate, the channel realizations in this set require approximately 2 times as large the bandwidth required by the interference-free
channel in the low-SNR regime, when the spectral efficiency $R$ is small but non-zero.

The wideband slope region of interference channel has been studied by G. Caire et al. in their 2004 paper [2], which mainly focused on the 2-user case. They have shown that for the 2-user channel, the best known achievable schemes are treating interference as noise and TDMA.

The main goal of this thesis is to characterize the wideband slope region of $K$-user interference channel, $K > 2$, which is unknown in general. The main differences between the existing discussion on the 2-user case and the discussion on the $K$-user case are:

- Different performance measures are used.

  In [2], the whole wideband slope region is studied. However, for $K$ large, describing the whole slope region becomes not affordable. Therefore, a new performance measure is needed to characterize the $K$-user channel performance.

- Different approach to deal the propagation delay.

  In [2], the interference channel is assumed to be delay-free. This approach has no loss of generality in the 2-user case, because our discussion in chapter 3 will show that delay will not make any difference to the performance. However, the results of this thesis will demonstrate that depending on how the low-SNR regime is approached, the $K$-user channel can have distinct performance. Therefore, a channel model fully characterizing the role that the propagation delay plays is needed.

Existing wideband slope outer bounds developed for 2-user channel can not be easily generalized into the $K > 2$ case; achievable schemes such as treating interference as noise and TDMA which perform fairly well in the 2-user channel are not very satisfying as $K$ increases. New outer bounds and transmission schemes that achieve more promising inner bounds will be developed in this thesis for $K$-user interference channel.

### 1.4 Overview of the thesis

The wideband slope region of $K$-user interference channel, $K > 2$, will be characterized in this thesis. The channel model and performance measures will be defined
in chapter 2. In chapter 3, 2-user channel is discussed, the results for which serve as the essential building block for the $K$-user channel. The main results on $K$-user channel will be presented in chapter 4 and chapter 5: new transmission schemes and their achievable wideband slope will be discussed in chapter 4; wideband slope outer bounds will be discussed in chapter 5.
Chapter 2

Channel Models And Performance Measures

2.1 Summary

Three main topics will be discussed in this chapter. First, two types of $K$-user interference channel models will be defined. They are the large-bandwidth case and the small-bandwidth case. Second, the performance measures will be defined. Third, the first-order optimality criteria will be derived: only the achievable schemes and outer bounds satisfying this criteria can provide valid bounds on the wideband slope.

The basic derivation from a continuous-time channel model to its equivalent discrete-time channel model will be discussed in section 2.2. The derivation itself follows the standard procedure used in wireless communication, and the purpose of elaboration is to emphasize the role of propagation delay in the model. As section 1.1 has shown, the low-SNR regime is approached as SNR goes to zero; and this limit can be achieved in two ways, defined by Equation 1.5 and Equation 1.8. In Equation 1.5, the bandwidth goes to infinity while the input power is a constant. For this case, the minimum energy per bit and the wideband slope jointly determine the spectral efficiency of a system with large but finite bandwidth. This is called the large-bandwidth case. In Equation 1.8, the bandwidth is a finite constant while the input power goes to zero. For this case, the minimum energy per bit and the wideband slope jointly determine the spectral efficiency of a system with small but non-zero power. This is called the small-bandwidth case. For the large-bandwidth case, even very small propagation delay can be made relatively large comparing with the symbol duration, while for the small-bandwidth case, the propagation delay can be neglected. The $K$-user interference channel models under the large-bandwidth case and the small-bandwidth case will be defined in section 2.3.

Performance measures will be discussed in section 2.5. For an interference channel with more than two users it is complicated to characterize the complete slope.
regions. This thesis will therefore look at a single quantity to characterize performance: the sum slope, and this measure will be studied under two different constraints: the equal power constraint and the equal rate constraint.

As we have discussed in chapter 1, the optimal achievable minimum energy per bit \( \frac{E_b}{N_0} \big|_{\min} \) of an interference channel is known. Only the achievable schemes and outer bounds that achieve the optimal \( \frac{E_b}{N_0} \big|_{\min} \) can provide valid bounds on the wideband slope. In section 2.6, the first-order optimality criteria under equal power and equal rate constraints will be derived.

### 2.2 Basic K-User Interference Channel Model

This thesis considers the \( K \)-user interference channel defined by Figure 1.4. In this section, this channel model will be analyzed in detail. Assume each node is equipped with single antenna, and the channel coefficient \( h_{ji} \), between transmitter \( i \) and receiver \( j \) is a scalar complex number for all \( i, j = 1, \cdots, K \). Assume that \( h_{ji} \) is known to all transmitters and receivers, and is a constant number throughout the transmission. Further, a line-of-sight channel is considered, where the propagation delay between transmitter \( i \) and receiver \( j \) is determined by their distance \( d_{ji} \).

First, consider single transmitter-receiver pair. The channel between transmitter \( i \) and receiver \( j \) is depicted in Figure 2.1.

\[
\begin{align*}
    x_i[n] & \xrightarrow{\text{Sinc PAM}} x_i(t) \xrightarrow{\exp(\omega_0(t-\varsigma_i))} A_{ji} \xrightarrow{\text{Low-pass Filter}} y_j(t) \\
    x_i(t) &= \sum_{n=-\infty}^{+\infty} x_i[n] \text{sinc}(B(t-nT)) \\
    h_{ji} &= A_{ji} \exp(i\omega_0(\varsigma_i + \tau_{ji} - \upsilon_j)) \\
    \tau_{ji} &= \frac{d_{ji}}{c} \\
    \omega_0 &> 2B
\end{align*}
\]

**Figure 2.1**: Channel between transmitter \( i \) and receiver \( j \)

Let the discrete-time base-band input signal of transmitter \( i \) be \( x_i \). Similar to the point-to-point channel discussed in chapter 1, we require user \( i \) to satisfy a power
constraint. For any length-$N$ input sequence $x_i^n$,

$$\frac{1}{N} \sum_{n=1}^{N} |x_i[n]|^2 \leq \text{SNR}_i$$

(2.1)

where

$$\text{SNR}_i = \frac{P_i}{N_0 B}.$$  

(2.2)

Let $B$ be the two-sided bandwidth. The continuous-time base-band signal $x_i(t)$ is obtained from $x_i[n]$ by sinc pulse interpolation, i.e.,

$$x_i(t) = \sum_n x_i[n] \frac{\sin(Bt-n)}{B}.$$ (2.3)

The base band signal is then modulated with the carrier signal $c(t) = \exp \left( \imath \omega_0 (t - \varsigma_i) \right)$, where $\omega_0$ is the carrier frequency and $\varsigma_i$ is the delay (phase offset) in the oscillator at transmitter $i$ (and $\imath = \sqrt{-1}$). Transmit the real part $s_i(t)$ of $x_i(t)$:

$$s_i(t) = \text{Re} \{ \exp (\imath \omega_0 (t - \varsigma_i)) x_i(t) \}
= \cos(\omega_0 (t - \varsigma_i)) \text{Re} \{x_i(t)\} - \sin(\omega_0 (t - \varsigma_i)) \text{Im} \{x_i(t)\}.$$ (2.4)

At receiver $j$, the received signal is modulated to base band by multiplying with $\exp(-\imath \omega_0 (t - \nu_j))$, where $\nu_j$ is the delay in the oscillator at receiver $j$, then passes a low-pass filter. Now the base band continuous-time signal at receiver $j$ is

$$y_j(t) = A_{ji} \exp (i \omega_0 (\varsigma_i + \tau_{ji} - \nu_j)) x_i(t - \tau_{ji}) + z_j(t),$$

$$\tau_{ji} = \frac{d_{ji}}{c},$$

where $A_{ji}$ is an attenuation factor, $c$ is the speed of light, and $\tau_{ji}$ is the propagation delay as a result. Sample $y_j(t)$ at the Nyquist frequency $f_s = B$, the resulting equivalent discrete-time base-band signal is

$$y_j[n] = A_{ji} \exp (i \omega_0 (\varsigma_i + \tau_{ji} - \nu_j)) \tilde{x}_i[n - \nu_{ji}] + z_j[n]$$

(2.3)

where

$$\tilde{x}_i[n] = \sum_{m=-\infty}^{\infty} x_i[m] \text{sinc}(n - m + \delta_{ji}).$$

(2.4)

We will also occasionally make the dependency on the fractional delay explicit as
follows
\[ \hat{x}_i[n, \delta_{ji}] = \sum_{m=-\infty}^{\infty} x_i[m] \text{sinc}(n - m + \delta_{ji}). \] (2.5)

\( n_{ji} \) and \( \delta_{ji} \) are the integer part and the fractional part of the propagation delay respectively,
\[ n_{ji} = \left\lfloor \tau_{ji}B + \frac{1}{2} \right\rfloor; \] (2.6)
\[ \delta_{ji} = \tau_{ji}B - \left\lfloor \tau_{ji}B + \frac{1}{2} \right\rfloor. \] (2.7)

\( z_j[n] \) is a sequence of i.i.d circularly symmetric Gaussian random variables, \( Z_j \sim \mathcal{CN}(0, N_0) \).

Now return to the \( K \)-user interference channel. The equivalent discrete-time receive signal at receiver \( j \) is
\[ y_j[n] = h_{jj} x_j[n - n_{jj}] + \sum_{i \neq j} h_{ji} \hat{x}_i[n - n_{ji}] + z_j[n]. \] (2.8)

As the carrier frequency is large, the phases \( \exp(\omega_0(\varsigma_i + \tau_{ji} - \nu_j)) \) can be reasonably modeled as independent uniform random variables \( \theta_{ji} \) over the unit circle, \( h_{ji} = |h_{ji}| \exp(\omega_0\theta_{ji}) \).

### 2.3 Large Bandwidth Case And Small Bandwidth Case

Remember that the low-SNR regime is approached as SNR goes to zero, where SNR is the signal to noise ratio per second per Hz, defined as
\[ \text{SNR} = \frac{P}{BN_0}. \]

In section 1.1, we have presented two different cases in which SNR could tend to zero. The first case is shown in Equation 1.5, where the limit is achieved by letting \( B \) tend to infinity, while \( P \) is a finite and constant real number. We call this approach the \textit{large bandwidth case}. The second case is shown in Equation 1.7, where the limit is achieved by letting \( P \) tend to zero, while \( B \) is a finite and constant real number. We call this approach the \textit{small bandwidth case}.

The large bandwidth case and the small bandwidth case have very different effects on \( \tau B \), which is the propagation delay \( \tau \) normalized by the symbol duration \( 1/B \).
Under the large bandwidth case, even very small \( \tau \) produces arbitrarily large \( \tau B \) as \( \text{SNR} \to 0 \). Under the small bandwidth case, \( \tau B \) is a finite constant and is independent from the SNR value. In a point-to-point channel, these two cases are equivalent, because the receiver can always synchronize with the transmitter and make \( \tau \) equal to zero. On the other hand, in the interference channel, individual receiver \( j \) cannot synchronize with all transmitters simultaneously, as long as the condition \( d_{j1} = d_{j2} = \cdots = d_{jK} \) is not true. The results of this thesis will show that when the number of users \( K \) is greater than 2, the interference channel has distinct performances under these two cases.

Given the basic channel model Equation 2.8, following assumptions are made.

1. Without loose of generality, we assume that the receiver \( j \) is time-synchronized with transmitter \( j \). Therefore \( n_{jj} = 0 \) and \( \tau_{jj} = 0 \), which implies that \( \tilde{x}_j[n, \delta_{jj}] = x_j[n] \).
2. Without loose of generality, we assume that the receiver \( j \) is phase-synchronized with transmitter \( j \). Therefore \( \theta_{jj} = 0 \), which implies that \( h_{jj} = |h_{jj}| \).
3. Because the carrier frequency is large, it is reasonable to assume that the phase of \( h_{ji} \) is uniformly distributed over \([0, 2\pi]\).
4. All transmitters and receivers are assumed to be placed randomly in a 2 or three dimensional space. Therefore \( d_{ji} \) and \( \tau_{ji} = d_{ji}/c \) are realizations of some continuous random variables.

**Definition 4.** The \( K \)-user interference channel model under the large-bandwidth case is

\[
y_j[n] = |h_{jj}| \ x_j[n] + \sum_{i \neq j} h_{ji}\tilde{x}_i[n - n_{ji}] + z_j[n] \tag{2.9}
\]

where \( h_{ji} = |h_{ji}| \exp (\omega_0 \theta_{ji}) \) for \( i \neq j \).

In the small-bandwidth case, we will further assume that \( B \) is so small that the delays are insignificant, \( n_{ji} = 0, \delta_{ji} \approx 0 \). Under this assumption, \( \tilde{x}_i[n - n_{ji}] \approx x_i[n] \) and the discrete-time channel Equation 2.8 becomes a delay-free channel.

**Definition 5.** The \( K \)-user interference channel model under the small-bandwidth case is

\[
y_j[n] = |h_{jj}| \ x_j[n] + \sum_{i \neq j} h_{ji}x_i[n] + z_j[n]. \tag{2.10}
\]
2.4 Equivalent 2-dimensional Real Channel

To characterize the Shannon capacity region of the channel defined by Equation 2.10, most works restrict the inputs to be circularly symmetric, i.e., the real part of the input $\text{Re}\{x_j\}$ and the imaginary part of the input $\text{Im}\{x_j\}$ are i.i.d.. However, [21] shows that circularly asymmetric signaling achieves better performance if the interference channel works in the high-SNR regime. Although the specific interference alignment technique proposed in [21] is not applicable in the low-SNR regime, their result is inspiring nevertheless. In this thesis, an achievable scheme implementing circularly asymmetric signaling will be proposed, and we will see that circularly asymmetric signaling benefits the interference channel working in the low-SNR regime system as well.

In circularly asymmetric signaling, the transmitters are allowed to allocate power on real and imaginary dimensions, and the real part of the input $\text{Re}\{x_j\}$ is allowed to be correlated with the imaginary part of the input $\text{Im}\{x_j\}$. To fully describe a scalar complex channel where circularly asymmetric input is considered, we need an equivalent 2-dimensional real channel instead of the complex channel model Equation 2.10.

Following [21], the scalar complex channel defined by Equation 2.10 is equivalent to the two-dimensional real channel defined in the following equation:

$$y_j = |h_{jj}| U_{jj} x_j + \sum_{i=1,i\neq j}^K |h_{ji}| U_{ji} x_i + z_j,$$

(2.11)

where $U_{ji} \triangleq \begin{pmatrix} \cos(\phi_{ji}) & -\sin(\phi_{ji}) \\ \sin(\phi_{ji}) & \cos(\phi_{ji}) \end{pmatrix}$ is a rotation matrix with angle $\phi_{ji}$, and $z_j$ is a $2 \times 1$ vector white Gaussian noise, with distribution $\mathcal{N}\left(0, \frac{1}{2} I_{2\times2}\right)$. The input signal $x_j$ is related to the scalar complex model by:

$$x_j = \begin{pmatrix} \text{Re}\{x_j\} \\ \text{Im}\{x_j\} \end{pmatrix}.$$

Define the average covariance matrix of the $j$th input as

$$K_{x_j} \triangleq \frac{1}{N} \sum_{n=1}^N \text{E} \left[ x_j[n] (x_j[n])^H \right]$$
for any length \( N \) input sequence \((x_j[1], x_j[2], \cdots, x_j[N])\). Each user should satisfy power constraint \( \text{Tr} \left( K_{x_j} \right) \leq \text{SNR}_j \).

**Channel With I.I.D. Gaussian Input**

One type of commonly used input is i.i.d. Gaussian. We denote such input by subscript ‘\( G \)’. Namely, the notation \( x_{jG} \) means that \( x_j[n] \) are independent and identical distributed vector Gaussian random variable, \( x_{jG} \sim \mathcal{N} \left( 0, K_{x_j} \right) \), where \( \mathbb{E} \left[ x_j[n] (x_j[n])^H \right] = K_{x_j} \) for any \( n \). And for the case where all users have i.i.d. Gaussian inputs, \( y_j[n] \) will also be i.i.d. Gaussian. Denote \( y_j \) when the inputs are \( x_{1G}, x_{2G}, \cdots, x_{KG} \) by \( y_{jG} \).

### 2.5 Performance Measures

In [2] the whole slope region of the interference channel in the 2-user case was analyzed. However, for interference channel with more than two users, it is complicated to compare complete slope regions, and we are therefore looking at a single quantity to characterize performance: the sum slope. It is defined as the first-order slope of the sum spectral efficiency \( R_0 \left( \frac{E_b}{N_0} \right) \), where \( R_0 \triangleq \sum_{j=1}^{K} R_j \) is the sum spectral efficiency. The energy per bit

\[
\frac{E_b}{N_0} \triangleq \frac{\text{SNR}_0}{R_0}
\]

is the overall energy per bit of the system, where \( \text{SNR}_0 = \frac{\sum_{j=1}^{K} P_j}{N_0 B} \). The sum slope \( S_0 \) and its corresponding minimum energy per bit \( \frac{E_b}{N_0}|_{\min} \) are defined as

\[
\left. \frac{E_b}{N_0} \right|_{\min} = \lim_{\text{SNR} \to 0} \frac{\text{SNR}_0}{R_0(\text{SNR}_0)}
\]

\[
S_0 \triangleq \lim_{\frac{E_b}{N_0} \to \frac{E_b}{N_0}|_{\min}} \frac{R_0 \left( \frac{E_b}{N_0} \right)}{10 \log_{10} \frac{E_b}{N_0} - 10 \log_{10} \frac{E_b}{N_0}|_{\min}} - 10 \log_{10} 2.
\]

Similar to Equation 1.11 and Equation 1.16, the sum slope and the corresponding minimum energy per bit can be calculated from

\[
\left. \frac{E_b}{N_0} \right|_{\min} = \log_e 2 \frac{2}{R_0(0)}
\]

\[
S_0 = -\frac{2 \left( R_0(0) \right)^2}{R_0(0)}.
\]
From the definitions above, we could see that the goal in system design becomes optimizing the sum capacity under a given sum power constraint.

However, without further constraints, this problem will give trivial solution. Because given Remark 2, the primary parameter to be optimized is $\frac{E_b}{N_0}_{\min}$. It is easy to see that the optimal $\frac{E_b}{N_0}_{\min}$ is achieved by locating all transmitted power to the user with the largest direct link gain, while all other users keep silence.

To obtain results providing more insight, two different additional constraints will be considered in this thesis:

- **The equal power constraint.** In this case we maximize the sum spectral efficiency $R_0$ under the constraint $P_j = P_0/K$ for all $j = 1, \ldots, K$.
- **The equal rate constraint.** In this case we minimize the total power $P_0$ under the constraint $R_j = R_0/K$ for all $j = 1, \ldots, K$.

The equal power constraint can be interpreted as a system where each user needs to consume energy at the same rate, e.g., so that batteries last the same duration for all users. The equal rate constraint can be interpreted as a system where we want to minimize total system energy consumption while every user in the system has a well balanced performance.

Another performance measure we will use is

$$\Delta S_0 = \frac{S_0}{S_0, \text{no interference}}.$$  

The quantity $S_{0, \text{no interference}}$ is the sum slope of the corresponding interference-free channel where all interference links are nulled: $h_{ji} = 0$ for all $i \neq j$, and the direct links $h_{jj}$ is unchanged. We can interpret $\Delta S_0$ as the loss in wideband slope due to interference, or equivalently $(\Delta S_0)^{-1}$ as (approximately) the additional bandwidth required to overcome interference.

For comparison purposes, the results for the interference-free channel are listed as follows (directly obtained from [1, Theorem 9]):

$$S_{0, \text{no interference}} = \frac{2\left(\sum_j |h_{jj}|^2\right)^2}{\sum_j |h_{jj}|^4} \quad \text{equal power constraint;}$$

$$S_{0, \text{no interference}} = 2K \quad \text{equal rate constraint.}$$

**Alternative Formulas To Calculate $\frac{E_b}{N_0}_{\min}$ and $S_0$**
Next, we propose an alternative method to calculate $\frac{E_b}{N_0 \min}$ and $S_0$, which will be more convenience for the equal rate constraint.

**Lemma 6.** The minimum energy per bit and wideband slope can be calculated from

$$
\frac{E_b}{N_0 \min} = \text{SNR} (0) \tag{2.17}
$$

$$
S = \frac{2 \text{SNR} (0)}{d^2 \text{SNR}(R) \bigg|_{R=0}} \log 2. \tag{2.18}
$$

where $\text{SNR} (0)$ and $\text{SNR} (0)$ are the first and second order derivatives at 0 of $\text{SNR} (R)$, $R$ in nats/dimension.

**Proof.** This lemma can be proved using a technique similar to (140)–(144) in [1].

Since $\text{SNR} (R) = R^{-1} (\text{SNR})$ is a monotonically decreasing convex function, we have

$$
\frac{E_b}{N_0 \min} = \lim_{R \to 0} \frac{\text{SNR} (R)}{R} = \text{SNR} (0) \log e 2 \tag{2.19}
$$

where $\text{SNR} (0)$ is the derivative at 0 of $\text{SNR} (R)$, $R$ in nats/dimension.

$$
\text{SNR} (R) = \text{SNR} (0) R \log_2 e + \frac{1}{2} \text{SNR} (0) R^2 \log_2 e + o \left( R^2 \right)
$$

$$
\frac{E_b}{N_0} = \frac{\text{SNR} (R)}{R}
= \text{SNR} (0) \log_2 e + \frac{1}{2} \text{SNR} (0) R \log_2 e + o \left( R \right) \tag{2.20}
$$

given Equation 2.19 and Equation 2.20, we have

$$
\frac{E_b}{N_0 \min} = 1 + \frac{1}{2} \frac{\text{SNR} (0)}{\text{SNR} (0)} R + o \left( R \right) \tag{2.21}
$$
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combining Equation 2.21 with the definition of $\frac{E_b}{N_0}|_{\text{min}}$ and $S_0$, we have

$$S = \lim_{\frac{E_b}{N_0} \to \frac{E_b}{N_0}\bigg|_{\text{min}}} \frac{C\left(\frac{E_b}{N_0}\right)}{10 \log_{10} \frac{E_b}{E_b/N_0} / \frac{E_b}{E_b/N_0}} \frac{R \log_2 e}{10 \log_{10} \left(1 + \frac{1}{2} \frac{\text{SNR}(0)}{\text{SNR}(0)} R + o(R)\right)}$$

$$= \frac{10 \frac{\text{SNR}(0)}{2 \text{SNR}(0)} R \log_{10} e + o(R)}{2 \text{SNR}(0)}$$

2.6 First-order Optimality Criteria

The results in [2] reveal that the optimal achievable minimum energy per bit $\frac{E_b}{N_0}|_{\text{min}}$ of an interference channel is equal to that of its corresponding interference-free channel. Given Remark 2, an capacity bound can provide valid bound on the wideband slope only if it achieves the optimal $\frac{E_b}{N_0}|_{\text{min}}$. The first-order optimality criteria are stated in the following theorem.

**Theorem 7.** The optimal minimum energy per bit of the interference channel defined by Equation 2.8 is

$$\frac{E_b}{N_0|_{\text{min}}} = \sum \left(\frac{|h_{jj}|^{-2}}{K}\right) \log_e 2$$

(2.22)

under the equal rate constraint; and

$$\frac{E_b}{N_0|_{\text{min}}} = \frac{K \log_e 2}{\sum_{j=1}^{K} |h_{jj}|^2}$$

(2.23)

under the equal power constraint.

**Proof.** The minimum energy per bit stated in Equation 2.22 and Equation 2.23 can be achieved by TDMA, whose achievable $R_0$ is

$$R_j = \frac{1}{K} \log \left(1 + |h_{jj}|^2 K \cdot \text{SNR}_j\right).$$
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The results are directly obtained from the expression of $R_j$ above combining with Equation 1.11 and Equation 1.16 for the equal power constraint, or Equation 2.17 and Equation 2.18 for the equal power constraint.

Further Equation 2.22 and Equation 2.23 are equal to the $\frac{E_b}{N_0}\big|_{\text{min}}$ of the interference-free channel, where

$$R_j = \log \left(1 + |h_{jj}|^2 \text{SNR}_j\right).$$

Therefore we can say these $\frac{E_b}{N_0}\big|_{\text{min}}$ values are optimal, because the capacity region of an interference channel must not be larger than the capacity region of its corresponding interference-free channel. \qed

*Given Remark 1, any achievable scheme or capacity outer bound gives valid bound on the sum slope only if it has correct $\frac{E_b}{N_0}\big|_{\text{min}}$ values stated in Theorem 7.*
Chapter 3

2-User Channel

3.1 Summary

In this chapter, the wideband slope region of a 2-user interference channel will be studied. It is a special case of the $K$-user channel defined by Equation 2.8. The channel model is

$$y_1(t) = h_{11}x_1(t) + h_{12}x_2(t - \tau_{12}) + z_1(t)$$ (3.1)

$$y_2(t) = h_{21}x_1(t - \tau_{21}) + h_{22}x_2(t) + z_2(t),$$

with equivalent discrete-time channel model

$$y_1[n] = h_{11}x_1[n] + h_{12}\tilde{x}_2[n - n_{12}] + z_1[n]$$ (3.2)

$$y_2[n] = h_{21}\tilde{x}_1[n - n_{21}] + h_{22}x_2[n] + z_2[n].$$ (3.3)

The key parameter that determines the performance is $|h_{ji}|^2| |h_{ii}|^2$, which is the interference link gain normalized by the direct link gain for message $x_i$. As long as $|h_{ji}|^2| |h_{ii}|^2 > 1$, the interference $x_i$ can be completely eliminated at receiver $j$ using interference decoding, and the low-SNR performance of this channel is the same as a channel without interference. This is the so called strong interference channel, which will be discussed in section 3.2. On the other hand, if $|h_{ji}|^2| |h_{ii}|^2$ is below but close to 1, i.e., $1 - \epsilon < |h_{ji}|^2| |h_{ii}|^2 < 1$ and $\epsilon$ is small, the interference corrupts the channel performance most severely; for these channels, orthogonal transmission such as TDMA is almost optimal. When $\epsilon$ increases and $|h_{ji}|^2| |h_{ii}|^2$ becomes farther apart from 1, the achievable performance may be improved. In particular, if the condition $\sqrt{|h_{12}|^2} + \sqrt{|h_{21}|^2} \leq 1$ is satisfied, treating interference as noise achieves the optimal wideband slope under equal power constraint. The $|h_{ji}|^2| |h_{ii}|^2 < 1$ case is called the weak interference channel, and will be discussed in detail in section 3.3.
The methodology of developing performance bounds used for 2-user channel is applicable to general $K$-user channel. To obtain either outer bound or achievable inner bound for the sum slope, the first step is to find the corresponding bound on the sum capacity. Next, calculate the minimum energy per bit using Equation 2.14, and check if it satisfies the first-order optimality criteria stated in Theorem 7. Finally, if a capacity bound is first-order optimal, a corresponding bound on the sum slope can be derived using Equation 2.15.

The results on the 2-user interference channel serve as the stepping stones in developing the sum slope region of the $K$-user interference channel, which will be the main contribution of this thesis. Two types of outer bounds will be studied for the $K$-user case, both of which are based on the 2-user outer bound discussed in subsection 3.3.2. The first type of $K$-user outer bound is obtained from dividing the $K$ users into $K/2$ pairs, then applying the 2-user outer bound to each pair of users. This type of pair-wise outer bound will be discussed in chapter 5, section 5.2. It is valid for general $K$-user channel, and particularly important for the large-bandwidth case. The second type of $K$-user outer bound is derived from a generalized z-channel, which is particularly useful for the small-bandwidth case. The idea of deriving the capacity outer bound of an interference channel from its corresponding z-channel is first introduced by Kramer in [15] for the 2-user case, and the low-SNR performance of this bound will be discussed in detail in subsection 3.3.2. It is important to understand the 2-user case thoroughly before we generalize this idea into the $K$-user case in chapter 5, section 5.3.

On the other hand, the nature of a 2-user interference channel and a $K$-user interference channel can be very different. In particular, the propagation delay affects the low-SNR regime performance of the 2-user channel and that of the $K$-user channel differently. For the 2-user channel, we will see that the existing results and our contributions are all independent of delay. Quite the contrary to the 2-user channel, our results in chapter 4 and chapter 5 will show that the low-SNR regime performances of the $K$-user channel under the two different cases are distinct from each other.

### 3.2 Strong Interference Channel

We say that the interference channel defined by Equation 3.1 is a strong interference channel if the following condition is satisfied for both $i = 2$, $j = 1$ and
\[ |h_{ji}|^2 > 1. \quad (3.4) \]

[10] and [11] have shown that for a 2-user strong interference channel, the optimal capacity region is equivalent to the intersection of the capacity region of the two embedded multiple-access (MAC) channel formed by transmitter \( i \), transmitter \( j \), and receiver \( j \). This result is formally stated in the following theorem.

**Theorem 8.** Consider a 2-user interference channel defined by (Equation 3.2). If this channel satisfies \[ |h_{12}|^2 > 1 \text{ and } |h_{21}|^2 > 1. \]

Given power constraints (Equation 2.1), any achievable rate pair \((R_1, R_2)\) must satisfy

\[
R_1 \leq \log \left( 1 + |h_{11}|^2 \text{SNR}_1 \right) \quad (3.5)
\]

\[
R_2 \leq \log \left( 1 + |h_{22}|^2 \text{SNR}_1 \right) \quad (3.6)
\]

\[
R_1 + R_2 \leq \log \left( 1 + |h_{11}|^2 \text{SNR}_1 + |h_{12}|^2 \text{SNR}_1 \right) \quad (3.7)
\]

\[
R_1 + R_2 \leq \log \left( 1 + |h_{21}|^2 \text{SNR}_1 + |h_{22}|^2 \text{SNR}_1 \right). \quad (3.8)
\]

Further, the optimal capacity region can be achieved by joint decoding with input codebooks generated by i.i.d. Gaussian random variables with distribution \( \mathcal{N}(0, \text{SNR}_j) \).

**Proof.** We briefly outline the proof. Take the MAC channel formed by transmitter 1, transmitter 2, and receiver 1 as an example. For any point \((R_1, R_2)\) inside the capacity region, receiver 2 will be able to decode messages from transmitter 1. This is because if receiver 2 can decode \( x_2 \), it can compute

\[
\tilde{y}_2 = h_{11}x_1 + h_{12}x_2 + \frac{z_2}{|h_{21}|^2/|h_{11}|^2}.
\]

But \( \tilde{y}_2 \) is less noisy than \( y_1 \) because \[ |h_{21}|^2 > 1 \text{ and } |h_{11}|^2 > 1. \] Thus, with arbitrarily small error probability, receiver 2 can decode \( x_2 \) if receiver 1 can decode \( x_1 \). Repeating this argument for \[ |h_{12}|^2 > 1, \] we find that the capacity region of the interference channel is equivalent to that of the compound MAC channel. From the argument above, it is easy to show that the capacity region is independent of delay, details are skipped here. Further discussion on MAC channel capacity can be found in [12, Chapter 15].

The following lemma shows that as \( \text{SNR} \to 0 \), the sum capacity outer bounds
Equation 3.7 and Equation 3.8 can always be discarded, and the resulting capacity region of the interference channel is equivalent to that of the corresponding interference-free channel.

**Lemma 9.** If the strong interference condition

$$\frac{|h_{ji}|^2}{|h_{ii}|^2} > 1$$  \hspace{1cm} (3.9)

is satisfied, there always exists some \(\epsilon > 0\), such that if \(\text{SNR}_j < \epsilon\), then the optimal achievable capacity region of the interference channel defined by Equation 3.1 is the same as the optimal achievable region of the corresponding interference-free channel, which is

$$R_1 \leq \log \left(1 + |h_{11}|^2 \text{SNR}_1\right)$$

$$R_2 \leq \log \left(1 + |h_{12}|^2 \text{SNR}_2\right)$$

**Proof.** Compare the summation of Equation 3.5 and Equation 3.6 with the sum capacity outer bound Equation 3.7 and Equation 3.8, we can see that if the following condition

$$\frac{|h_{ji}|^2}{|h_{ii}|^2} \geq 1 + |h_{jj}|^2 \text{SNR}_j$$  \hspace{1cm} (3.10)

is satisfied for \(i, j = 1\) or \(2\), then Equation 3.7 and Equation 3.8 can be discarded, and the capacity region is only determined by Equation 3.5 and Equation 3.6. Given Equation 3.10, the conclusion in Lemma 9 follows immediately.

It is obvious that any transmission scheme that achieves optimal capacity region is second-order optimal, i.e., it achieves both optimal minimum energy per bit and wideband slope. Given Lemma 9, we state the low-SNR performance of the strong interference channel in the following theorem.

**Theorem 10.** The optimal and achievable wideband slope of the 2-user strong interference channel is

$$S_0 = 2 \left(\frac{|C_{11}|^2 + |C_{22}|^2}{|C_{11}|^4 + |C_{22}|^4}\right)^2$$  \hspace{1cm} (3.11)

under equal power constraint; and

$$S_0 = 4$$  \hspace{1cm} (3.12)
under equal rate constraint. For both constraints,

\[ \Delta S_0 = 1. \]

This result is true for both the large-bandwidth case and the small bandwidth case.

Proof. Equation 3.11 and Equation 3.12 are from the discrete-time capacity of point-to-point channel:

\[ R_j \leq \log \left( 1 + |C_{jj}|^2 \text{SNR}_j \right). \]

Combining Equation 1.11 and Equation 1.16, and the definition of equal power and equal rate constraint, we have (Equation 3.11) and (Equation 3.12). Comparing Equation 3.11 and Equation 3.12 with Equation 2.16, we have \( \Delta S_0 = 1. \)

3.3 Weak Interference Channel

The sum slope region of a 2-user weak interference channels where \( |h_{ji}|^2 < |h_{ii}|^2 \) is unknown in general. This section will discuss achievable schemes and outer bounds on the sum slope of the 2-user weak interference channel. The achievable performances will be discussed in subsection 3.3.1. For a weak interference channel working in the low-SNR regime, the best known achievable schemes are treating interference as noise and TDMA; the former scheme is better when the interference link gains are low, the later achieves better performance when the interference link gains are relatively high.

A wideband slope outer bound will be developed in subsection 3.3.2, based on the broadcast capacity outer bound developed by G. Kramer in his 2004 paper [15]. Comparing the achievable inner bound and this outer bound, we will see that as the interference link gains tend closer to the direct link gains, the gap between the achievable performance of TDMA and the outer bound can get arbitrarily small. Therefore, there exists a set of channels for whom orthogonal transmission schemes such as TDMA can be almost optimal.

3.3.1 Achievable Schemes

Common achievable schemes include interference decoding, Han-Kobayashi transmission scheme, treating interference as noise, and orthogonal transmission schemes
such as TDMA. Section 3.2 has shown that interference decoding achieves optimal performance in the strong interference channel; [16] has shown that the gap between the capacity inner bound achieved by a simplified Han-Kobayashi scheme and certain capacity outer bound is within one bit, therefore Han-Kobayashi scheme is asymptotically optimal as SNR → ∞, and is very powerful in high-SNR regime.

However, in both schemes, the receivers need to decode the messages sent by the interfering transmitters, either completely or partially. In a weak interference channel where the interference link gain is lower than the direct link gain, decoding the interference message requires $E_b/N_0$ that is higher than the optimal value. Interference decoding and Han-Kobayashi scheme therefore are not first-order optimal in the weak interference channel, and do not improve the achievable sum slope.

For the 2-user interference channel, the only known first-order optimal achievable schemes are treating interference as noise and TDMA. The channel capacity region they achieved are:

1. **Treating interference as noise.**

   In this transmission scheme, the interference is treated as background noise at each receiver.

   The achievable rate pair $(R_1, R_2)$ of treating interference as noise is

   $$R_1 \leq \log \left(1 + \frac{|h_{11}|^2 \text{SNR}_1}{1 + |h_{12}|^2 \text{SNR}_2} \right), \quad (3.13)$$

   $$R_2 \leq \log \left(1 + \frac{|h_{22}|^2 \text{SNR}_2}{1 + |h_{21}|^2 \text{SNR}_1} \right), \quad (3.14)$$

   achieved by Gaussian codebook. Notice that delay does not affect the performance of treating interference as noise, because $\tilde{x}_i[n - n_{ji}]$ has same distribution as $x_i[n]$.

2. **Time-Division Multiple Access.**

   In this transmission scheme, the transmitters use orthogonal time slots. The achievable rate pair $(R_1, R_2)$ of TDMA is

   $$R_1 \leq \frac{1}{2} \log \left(1 + 2 |h_{11}|^2 \text{SNR}_1 \right), \quad (3.15)$$

   $$R_2 \leq \frac{1}{2} \log \left(1 + 2 |h_{22}|^2 \text{SNR}_2 \right). \quad (3.16)$$

   With delay, some care has to be taken in allocating time slots, but this does
not affect performance in the limit of large code length. To see this, denote
the synchronization error between transmitter $j$ and receiver $i$ normalized
by symbol duration as $m_{ji}$. Let the receiver $j$ be symbol synchronized with
transmitter $j$, then $m_{ji} = 0$ for $i = j$. We further assume that for $i \neq j,
|m_{ji}| < M$ where $0 \leq M < \infty$, and both the transmitters and receivers know
the value of $M$. Now let the cycle length of TDMA be $K \cdot N$ and assign each
user one TDMA slot of $N$ symbols. To avoid interferences in the presence
of synchronization error, choose $N > 2M$ and to let each transmitter pads
$M$ dummy symbols at the beginning and $M$ at the end of its assigned slot.
We could see that $\lim_{N \to \infty} \frac{N - 2M}{N} = 1$; i.e., as the block length increases, the
effect of synchronization error vanish.

The minimum energy per bit achieved by treating interference as noise and TDMA
can be obtained given their data rate expressions and Equation 1.11. Comparing
the results with Theorem 7, it is easy to see that they are first-order optimal
under both the equal power constraint and the equal rate constraint. Therefore,
they provide valid inner bounds on the wideband slope. For general channel, the
expressions are too complex to give much insight. We only show the wideband
slope inner bound for a 2-user channel with unit direct link gains and symmetric
interference link gains.

**Theorem 11.** Consider a 2-user weak interference channel where $|C_{jj}|^2 = 1$ and
$|C_{ji}|^2 = a$, $i \neq j$. The optimal sum slope must satisfy

$$S_0 \geq \begin{cases} 
\frac{2}{1+2a} & \frac{1}{2} < a < 1 \\
\frac{4}{1+2a} & a \leq \frac{1}{2}
\end{cases} \tag{3.17}
$$

under both the equal power constraint and the equal rate constraint.

**Proof.** The first line in Equation 3.17 is the sum slope achieved by TDMA, and
the second line is the $S_0$ achieved by treating interference as noise. The calculation
is straightforward given $R_j (SNR_j)$ and Equation 1.16.

We can see that when the interference link gains are low, treating interference as
noise gives better performance. However, as the interference link gains increase,
the performance achieved by treating interference as noise deteriorates. The crit-
ical point is $a = \frac{1}{2}$. Beyond this point, the performance of TDMA becomes
better than treating interference as noise. Further, on the contrary of treating
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interference as noise, the sum slope achieved by TDMA is constant, $S_{0,\text{TDMA}} = 2$, independent from the interference link gain. Also notice that for the symmetric channel, the achievable sum slope regions are identical under equal power and equal rate constraint, but this is not the case in general.

3.3.2 Sum Slope Outer Bounds

There are two main types of outer bounds for the capacity region of interference channel: the broadcast outer bound and the genie-aided outer bound. The basic idea in developing a genie-aided outer bound is to let a genie provide one or several receivers partial knowledge about the input signals of their corresponding transmitters. Important genie-aided capacity outer bounds include [16] and [17]. In particular, [16] has developed a type of genie-aided capacity outer bound, such that the gap between this outer bound and the capacity inner bound achieved by a simplified Han-Kobayashi scheme is within one bit. Therefore this bound depicts the capacity region especially well in the high-SNR regime. However, most genie-aided outer bounds are not first-order optimal. This is because the genie-provided side-information will increase the channel gain, and reduce the transmitted minimum energy per bit as a result. Therefore they do not provide valid outer bounds on the wideband slope.

The broadcast outer bound first took form in M. Costa’s 1985 paper [11], and was later improved by G. Kramer in the 2004 paper [15]. The first step in developing the broadcast outer bound is to eliminate one interference link, changing the original 2-user interference channel into an one-sided interference channel, which is called a Z-channel. See Figure 3.1.

Since eliminating one interference link enlarges the capacity region of the interference channel, the capacity region of the Z-channel is an outer bound for the capacity region of the interference channel. A delay-free channel has been discussed in [11] and [15]. They have shown that the capacity region of the Z-channel is equivalent to the capacity region of a 2-user degraded broadcast channel, which is known and has a close form expression. In the following theorem, this result will be extended into a channel with non-zero propagation delay.

**Theorem 12** (Kramer’s bound). Consider the 2-user interference channel defined by (Equation 3.2). Suppose that $|h_{21}| < |h_{11}|$. Then any achievable rate pair
Figure 3.1: Construct Z-channel from its corresponding 2-user interference channel

\[(R_1, R_2)\] must satisfy

\[
R_1 \leq \log \left( 1 + |h_{11}|^2 \text{SNR}_1 \right) \tag{3.18}
\]
\[
R_2 \leq \log \left( 1 + \frac{|h_{22}|^2 \text{SNR}_2 + |h_{21}|^2 \text{SNR}_1}{|h_{11}|^2 2^{R_1} + 1 - \frac{|h_{21}|^2}{|h_{11}|^2}} \right) \tag{3.19}
\]
\[
R_1 + R_2 \leq \log \left( 1 + |h_{11}|^2 \text{SNR}_1 \right) + \log \left( 1 + \frac{|h_{22}|^2 \text{SNR}_2}{1 + |h_{21}|^2 \text{SNR}_1} \right) \tag{3.20}
\]

independent of delay.

Proof. Put \(h_{12} = 0\) to enlarge the capacity region. Now assume that, different from the system model Equation 2.9, receiver 2 also samples the received signal synchronously with the transmitted signal of user 1. A Z-channel with delay is formed:

\[
y_1'[n] = h_{11}x_1[n] + z_1[n]
\]
\[
y_2[n] = h_{22}\tilde{x}_2[n-n_{22}] + h_{21}x_1[n] + z_2[n] \tag{3.22}
\]
where $\tilde{x}_2[n]$ is defined by Equation 2.4.

Next, we show that the capacity region of Equation 3.22 is independent of delay. The channel (a) and (b) illustrated in Figure 3.2 have identical capacity region because $p(\tilde{y}_2| x_1, \tilde{x}_2)$ and $p( y_2| x_1, x_2)$ have the same distribution. $\tilde{z}_2[n]$ is i.i.d Gaussian noise independent of $z_1[n]$ and the input signals, with power $(1 - \frac{|h_{21}|^2}{|h_{11}|^2}) N_0 B$. Because $\frac{|h_{21}|^2}{|h_{11}|^2} < 1$, such $\tilde{z}_2[n]$ is guaranteed to exist. The argument is identical to (a)~(c) of Figure 6 in [11]. Details are skipped here.

![Figure 3.2: Channels with Equivalent Capacity Region](image-url)

The channel (b) has the form

\[
y'_1[n] = h_{11} x_1[n] + z_1[n]
\]

\[
y_2[n] = h_{22} \tilde{x}_2[n - n_{22}] + \frac{h_{21}}{h_{11}} y'_1[n] + \tilde{z}_2[n].
\]
Using Fano’s inequality, we can now bound the capacity of this channel by

\[ nR_2 - n\epsilon_n \leq h(\tilde{y}_2^n) - h(\tilde{y}_2^n|\tilde{x}_2) \tag{3.25} \]

\[ \leq h(\tilde{y}_2^n) - h(\tilde{y}_2^n|w_2) \tag{3.26} \]

\[ = h(\tilde{y}_2^n) - h\left( \frac{h_{21}}{h_{11}} y_1^m + \tilde{z}_2^n |w_2 \right) \tag{3.27} \]

where \( w_2 \) is the message sent by transmitter 2. Equation 3.25 to Equation 3.24 is from data processing inequality, as \( \tilde{x}_2 \) is a function of the transmitted codeword \( x_2 \), which is a function of \( w_2 \). The second term in Equation 3.27 is independent of delay, and can be lower bounded by the entropy power inequality [22]. The first term can be upper bounded by the delay-free case. Therefore, the capacity region of Equation 3.22 is identical to that of the channel without delay.[11] and [15] show that the capacity region of delay-free channel can be derived from an equivalent degraded broadcast channel. Given Theorem 1 in [18] its rate region has upper bound Equation 3.18. Finally, it is easy to see that the capacity region of Equation 3.2 is contained within that of the Z-channel. Equation 3.21 is a restatement of (47) in [15].

Results similar to Theorem 12 can be obtained for the \( |h_{12}|^2 < |h_{22}|^2 \) case by interchanging the indices ‘1’ and ‘2’. Next, we derive the sum slope outer bound based on the capacity outer bound defined by Theorem 12.

**Sum Slope Outer Bound Under Equal Power Constraint**

Before deriving the outer bound on the wideband slope, we need to prove the following lemma first.

**Lemma 13.** For the 2-user interference channel defined by Equation 3.1, if \( |h_{ji}|^2 < |h_{ii}|^2 \) for \( j = 1, i = 2 \) or \( j = 2, i = 1 \), then the capacity outer bound defined in Theorem 12 is first-order optimal under equal power constraint.

**Proof.** Because Theorem 12 is a capacity outer bound, it can provide a lower bound on the \( \frac{E_b}{N_0 |\min|} \) of the interference channel. Given Theorem 12, the minimum energy per bit of the interference channel must satisfy

\[ \frac{E_b}{N_0 \min} \geq \frac{K \log_2 2}{|C_{11}|^2 + |C_{22}|^2} \tag{3.28} \]

under the equal power constraint. Comparing the right hand side of Equation 3.28 and Theorem 7, we can see that the outer bound defined by Theorem 12 is first-order optimal. □
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Given Lemma 13, a wideband slope outer bound can be derived from the capacity outer bound defined in Theorem 12.

**Corollary 14.** Consider the 2-user interference channel satisfying $|h_{21}|^2 < |h_{11}|^2$. Under the equal power constraint, any achievable sum slope must satisfy

$$S_0 \leq \frac{(|h_{11}|^2 + |h_{22}|^2)^2}{2|h_{21}|^2|h_{22}|^2 + |h_{11}|^4 + |h_{22}|^4}$$  \hspace{1cm} (3.29)$$

$$\Delta S_0 \leq \frac{1}{2\frac{|h_{21}|^2|h_{22}|^2}{|h_{11}|^4 + |h_{22}|^4} + 1},$$  \hspace{1cm} (3.30)

independent of delay, valid for both the small-bandwidth case and the large-bandwidth case. Furthermore, if additionally $|h_{12}|^2 > |h_{22}|^2$ this bound is achieved by treating interference as noise.

**Proof.** This result can be easily shown combining Equation 3.21 and the formulas Equation 2.14 and Equation 2.15. Details are skipped here. Because the outer bound is independent from delay, it is valid for both the small-bandwidth case and the large-bandwidth case, given the definitions of these two cases in chapter 2. \[\square\]

Results similar to Corollary 14 can be obtained for $|h_{12}|^2 < |h_{22}|^2$ case by interchanging the indices '1' and '2'.

**Sum Slope Outer Bound Under Equal Rate Constraint**

Next, we consider the equal rate case. Different from the equal power constraint, for the equal-rate constraint if only one interference link is weak, bound Equation 3.18 is not first-order optimal, therefore cannot be used for bounding the wideband slope. Only when $|h_{ji}|^2 < |h_{ii}|^2$ for both $j = 1, i = 2$ and $j = 1, i = 2$, the outer bound defined in Theorem 12 is first-order optimal. When both interference links are weak, we have following corollary.

**Theorem 15 (Kramer’s bound).** Suppose that $|h_{ji}|^2 < |h_{ii}|^2$ for both $j = 1, i = 2$ and $j = 1, i = 2$. Then

$$R_j \leq \min \left\{ \log \left(1 + |h_{jj}|^2 \text{SNR}_j\right), \log \left(\frac{1 + |h_{jj}|^2 \text{SNR}_j + |h_{ji}|^2 \text{SNR}_i}{|h_{ji}|^2 \text{SNR}_j + 1 - \frac{|h_{ii}|^2}{|h_{ii}|^2}}\right) \right\},$$  \hspace{1cm} (3.31)

$$R_j + R_i \leq \log \left(1 + |h_{jj}|^2 \text{SNR}_i\right)$$  \hspace{1cm} (3.32)

$$+ \log \left(\frac{1 + |h_{ii}|^2 \text{SNR}_i}{1 + |h_{ij}|^2 \text{SNR}_j}\right)$$  \hspace{1cm} (3.33)

\[40\]
for both $j = 1, i = 2$ and $j = 2, i = 1$, independent of delay.

**Proof.** This result is directly from Theorem 12. \qed

Next, we are going to show that if $|h_{ji}|^2 < |h_{ii}|^2$ for $j = 1, i = 2$ and $j = 2, i = 1$, then the capacity outer bound defined in Theorem 15 is first-order optimal under equal rate constraint.

**Lemma 16.** For the 2-user interference channel defined by Equation 3.1, the minimum energy per bit of its capacity outer bound defined in Theorem 15 is

$$
\frac{E_b}{N_0 \min} = \frac{|C_{11}|^{-2} + |C_{22}|^{-2}}{K} \log_e 2
$$

(3.35)

under the equal rate constraint.

**Proof.** This result can be easily shown combining Equation 3.21 and Equation 2.14. Details are skipped here. \qed

**Remark 17.** The capacity outer bound defined in Theorem 15 is first-order optimal under equal rate constraint.

**Proof.** Equation 3.35 is identical to the optimal and achievable minimum energy per bit of the 2-user interference channel stated in Theorem 7. \qed

Given Remark 1 and Remark 6, we know that a wideband slope outer bound can be derived from the capacity outer bound defined in Theorem 15.

**Corollary 18.** Suppose that $|h_{21}|^2 < |h_{11}|^2$ and $|h_{12}|^2 < |h_{22}|^2$. Under the equal rate constraint, any achievable sum slope must satisfy

$$
S_0 \leq 4 \cdot (|h_{11}|^2 + |h_{22}|^2) \left(1 - \frac{|h_{12}|^2 |h_{21}|^2}{|h_{22}|^2 |h_{11}|^2}\right) \cdot (|h_{11}|^2 + |h_{22}|^2 + |h_{21}|^2 \left(2 - 3 \frac{|h_{12}|^2}{|h_{22}|^2}\right) + |h_{12}|^2 \left(2 - 3 \frac{|h_{21}|^2}{|h_{11}|^2}\right))^{-1}
$$

$$
\Delta S_0 \leq \left(|h_{11}|^2 + |h_{22}|^2\right) \left(1 - \frac{|h_{12}|^2 |h_{21}|^2}{|h_{22}|^2 |h_{11}|^2}\right) \cdot (|h_{11}|^2 + |h_{22}|^2 + |h_{21}|^2 \left(2 - 3 \frac{|h_{12}|^2}{|h_{22}|^2}\right) + |h_{12}|^2 \left(2 - 3 \frac{|h_{21}|^2}{|h_{11}|^2}\right))^{-1}
$$

independent of delay, valid for both the small-bandwidth case and the large-bandwidth case.
Proof. Equation 3.18 gives

\[ |h_{21}|^2 \text{SNR}_1 + |h_{22}|^2 \text{SNR}_2 \geq 2^{R_2} \left( \frac{|h_{21}|^2}{|h_{11}|^2} + \frac{|h_{21}|^2}{|h_{11}|^2} + 1 \right) - 1 \quad (3.36) \]

\[ |h_{11}|^2 \text{SNR}_1 + |h_{12}|^2 \text{SNR}_2 \geq 2^{R_1} \left( \frac{|h_{12}|^2}{|h_{22}|^2} + \frac{|h_{12}|^2}{|h_{22}|^2} + 1 \right) - 1. \quad (3.37) \]

Under the equal rate constraint, \( R_1 = R_2 = \frac{R_s}{2} \), and our objective is to minimize \( \text{SNR}_1 + \text{SNR}_2 \). We construct following optimization problem

\[
\min \quad \text{SNR}_1 + \text{SNR}_2 \\
\text{s.t.} \quad A \begin{pmatrix} \text{SNR}_1 \\ \text{SNR}_2 \end{pmatrix} \geq b \\
P_j \geq 0
\]

where \( A = \begin{pmatrix} |h_{21}|^2 & |h_{22}|^2 \\ |h_{11}|^2 & |h_{12}|^2 \end{pmatrix} \) and \( b = \begin{pmatrix} 2^{R_1/2} \left( \frac{|h_{21}|^2}{|h_{11}|^2} + \frac{|h_{21}|^2}{|h_{11}|^2} + 1 \right) - 1 \end{pmatrix} \). Using simple linear programming principles, one optimal solution can be found at the vertex of the feasible region. That is, \( \text{SNR}_1 + \text{SNR}_2 |_{\text{min}} = \text{SNR}_{1o} + \text{SNR}_{2o} \)

where

\[
\begin{pmatrix} \text{SNR}_{1o} \\ \text{SNR}_{2o} \end{pmatrix} = A^{-1}b > 0.
\]

We solve this simple linear system and get

\[
\text{SNR}_{1o} = |h_{11}|^{-2} \cdot \frac{2^{R_s/2} \left( 2^{R_s/2} - 1 \right) \frac{|h_{12}|^2}{|h_{22}|^2} \left( 1 - \frac{|h_{21}|^2}{|h_{11}|^2} \right) + \left( 1 - \frac{|h_{21}|^2}{|h_{11}|^2} \right) \left( 2^{R_s/2} - 1 \right)}{1 - \frac{|h_{12}|^2}{|h_{22}|^2} \frac{|h_{21}|^2}{|h_{11}|^2}} \quad (3.38)
\]

\[
\text{SNR}_{2o} = |h_{22}|^{-2} \cdot \frac{2^{R_s/2} \left( 2^{R_s/2} - 1 \right) \frac{|h_{21}|^2}{|h_{11}|^2} \left( 1 - \frac{|h_{12}|^2}{|h_{22}|^2} \right) + \left( 1 - \frac{|h_{12}|^2}{|h_{22}|^2} \right) \left( 2^{R_s/2} - 1 \right)}{1 - \frac{|h_{12}|^2}{|h_{22}|^2} \frac{|h_{21}|^2}{|h_{11}|^2}} \quad (3.40)
\]

Now we have the expression of sum power as a function of sum rate. They can be proved using the technique similar to (140)–(144) in [1]. Details are skipped here. Combining Equation 3.38, Equation 3.40 and Equation 2.17 and Equation 2.18,
we have

\[
\frac{E_b}{N_{0\text{ min}}} = \frac{\left(|h_{11}|^{-2} + |h_{22}|^{-2}\right)}{2} \log_2 2
\]

\[
\mathcal{S}_0 = 4 \cdot \left(|h_{11}|^2 + |h_{22}|^2\right) \left(1 - \frac{|h_{12}|^2}{|h_{22}|^2 |h_{11}|^2}\right) \cdot \left(|h_{11}|^2 + |h_{22}|^2\right)
\]

\[
+ |h_{21}|^2 \left(2 - 3 \frac{|h_{12}|^2}{|h_{22}|^2}\right) + |h_{12}|^2 \left(2 - 3 \frac{|h_{21}|^2}{|h_{11}|^2}\right)^{-1}
\]

3.4 Noisy Interference Channel

Beside the strong interference channel, there is another type of interference channel for whom the wideband slope region is known. It is the noisy interference channel under equal power constraint, and the optimal wideband slope is achieved by treating interference as noise.

Intuitively, if the interference link gains are very weak, then the system can obtain good performance by treating interference as background noise at the receivers. [17], [23] and [24] show that there exists a class of channels whose optimal sum capacity can be achieved by using input codebooks generated from i.i.d. Gaussian distribution at the transmitters, and treating interference as noise at the receivers. This class of channels is called the noisy interference channel. In this section, we discuss the sum slope of the noisy interference channel. The channel model in [17], [23] and [24] is delay-free. In the following theorem, we will show that their results still hold for the more general channel model defined in Equation 3.2. Thus the results in this section are valid for both the large bandwidth case and the small bandwidth case.

**Theorem 19.** For a 2-user interference channel defined by Equation 3.2, if there
exist complex numbers $\rho_1, \rho_2$ and positive real numbers $\sigma_1^2, \sigma_2^2$ such that,

\[ |\rho_1|^2 \leq \sigma_1^2 \leq 1 - \frac{|\rho_2|^2}{\sigma_2^2} \]  (3.42)
\[ |\rho_2|^2 \leq \sigma_2^2 \leq 1 - \frac{|\rho_1|^2}{\sigma_1^2} \]  (3.43)

\[ h_{21} = \frac{\rho_1 h_{11}}{|h_{12}|^2 \text{SNR}_2 + 1} \]  (3.44)
\[ h_{12} = \frac{\rho_1 h_{11}}{|h_{12}|^2 \text{SNR}_2 + 1} \]  (3.45)

then the optimal sum capacity is

\[ R_1 + R_2 \leq \log \left( 1 + \frac{|h_{11}|^2 \text{SNR}_2^2}{1 + |h_{12}|^2 \text{SNR}_2^2} \right) + \log \left( 1 + \frac{|h_{22}|^2 \text{SNR}_2^2}{1 + |h_{21}|^2 \text{SNR}_1^2} \right) \]  (3.46)

which is achievable by i.i.d. Gaussian input and treating interference as noise at the receivers. Further, Equation 3.42 ~ Equation 3.45 can be satisfied as long as the inequality below holds

\[ \sqrt{\frac{|h_{12}|^2}{|h_{22}|^2}} (1 + |h_{21}|^2 \text{SNR}_1) + \sqrt{\frac{|h_{21}|^2}{|h_{11}|^2}} (1 + |h_{12}|^2 \text{SNR}_2) \leq 1. \]  (3.47)

\[ \square \]

**Proof.** Please see the Appendix section A.1.

Theorem 19 is identical to the case where the delays are strictly zero, which is discussed in [25, Theorem 6]. Next, we derive noisy interference condition for the low-SNR regime under equal power constraint.

**Corollary 20.** Consider the 2-user interference channel defined by Equation 2.9. Under equal power constraint, if the channel coefficients satisfy

\[ \sqrt{\frac{|h_{12}|^2}{|h_{22}|^2}} + \sqrt{\frac{|h_{21}|^2}{|h_{11}|^2}} < 1, \]

then i.i.d. Gaussian inputs and treating interference as noise achieve optimal sum
slope $S_0$, which is

$$S_0 = \frac{2 (|h_{11}|^2 + |h_{22}|^2)^2}{|h_{11}|^4 + |h_{22}|^4 + 2 (|h_{11}|^2|h_{12}|^2 + |h_{21}|^2|h_{22}|^2)}$$

(3.48)

$$\Delta S_0 = 1 + \frac{2 (|h_{11}|^2|h_{12}|^2 + |h_{21}|^2|h_{22}|^2)}{|h_{11}|^4 + |h_{22}|^4}.$$  

(3.49)

**Proof.** Under the equal power constraint where $SNR_i = \frac{SNR_s}{2}$ there must exist some $\epsilon > 0$, such that if $SNR < \epsilon$ then Equation 3.47 can be satisfied. Because the low-SNR regime is approached as $SNR \to 0$, the noisy interference condition given by Equation 3.47 in Theorem 19

$$\sqrt{\frac{|h_{12}|^2}{|h_{22}|^2}} + \sqrt{\frac{|h_{21}|^2}{|h_{11}|^2}} < 1$$

Given Equation 3.46, under equal power constraint the sum rate achieved by treating interference as noise is

$$R_s \leq \log \left(1 + \frac{|h_{11}|^2 SNR}{2} \frac{1}{1 + |h_{12}|^2 SNR} \right) + \log \left(1 + \frac{|h_{22}|^2 SNR}{2} \frac{1}{1 + |h_{21}|^2 SNR} \right).$$

(3.50)

Combining Equation 3.50 with Equation A.8 and Equation A.9 we have Equation 3.48. 

\[
\Box
\]

### 3.5 Conclusion

The key parameter that determines the performance of the 2-user interference channel is $\frac{|h_{ji}|^2}{|h_{ii}|^2}$, which is the interference link gain normalized by the direct link gain for message $x_i$. If $\frac{|h_{ji}|^2}{|h_{ii}|^2} > 1$, the channel is a strong interference channel. Section 3.2 shows that the low-SNR performance of a strong interference channel is the same as the corresponding interference-free channel; a formal description of its sum slope region can be found in Theorem 10.

If $\frac{|h_{ji}|^2}{|h_{ii}|^2} < 1$, the channel is a weak interference channel. The sum slope region of a 2-user weak interference channel is unknown in general. The sum slope inner bound and outer bound of the weak interference channel is discussed in subsection 3.3.1.
and subsection 3.3.2, respectively. Comparing these bounds, we can see that the sum slope inner bound achieved by treating interference as noise can get arbitrarily close to the outer bound as the interference link gains tend to zero. The sum slope inner bound achieved by TDMA can get arbitrarily close to the outer bound as the interference link gains tend to their corresponding direct link gains. Based on this observation, we have the following remark.

**Remark 21.** For any $\delta > 0$, there exists a non empty set of 2-user interference channels for whom the gap between the sum slope inner bound achieved by either treating interference as noise or TDMA and the sum slope outer bound is less than $\delta$. Further, if the channel coefficients are drawn from some continuous random distribution, then the probability that a channel realization falls inside this set is greater than zero.

Further, the noisy interference condition under equal power constraint has been developed in section 3.4. When the channel realization satisfies this condition, treating interference as noise achieves optimal wideband slope.

Figure 3.3 illustrates the sum slope region of a 2-user interference channel with unit direct link gain, and symmetric cross link gain, that is, $|h_{11}|^2 = |h_{22}|^2 = 1$, and $|h_{12}|^2 = |h_{21}|^2 = a$. In this figure, the inner bound is given by Theorem 11, and the outer bound is derived from Corollary 14. Given Corollary 20, if $a \leq \frac{1}{4}$, treating interference as noise achieves optimal sum slope, i.e., the inner bound is tight.

Notice that whether the interference link gain $a$ is below or above 1 is critical. If $a > 1$, interference does not affect the performance, given the discussion in section 3.2; if $a$ slightly below 1, the channel will be affected by interference most severely. One could wonder if, for the $K$-user case, the former fact could be used effectively. It turns out that is not the case. In the next chapter, we will show that in a $K$-user interference channel when $K$ is large, with high probability each user will form a 2-user weak interference pair where $a$ is just below 1 with some other user. And the performance of the $K$ users is limited by $\frac{K}{2}$ such 2-user weak interference channels.
Figure 3.3: Wideband slope region of a symmetric 2-user interference channel versus $\frac{|h_{ji}|^2}{|h_{ii}|^2}$. 
Chapter 4

K-User Interference Channel: Interference Alignment Transmission

4.1 Summary

This chapter focuses on designing achievable schemes for scalar AWGN K-user interference channel working in the low-SNR regime. Most of the existing works about the K-user channel focus on its high-SNR regime performance or its capacity region for general SNR value. Important works discussing its high-SNR regime performance include [19], [21], [26] and [27]. For K-user channel with general SNR value, the capacity bound for certain channel realizations is discussed in [28]. [29] considers deterministic channel where there is no background noise and interference from non-corresponding users is the only factor that deteriorates the performance. Deterministic channel can be seen as an extreme case of the high-SNR regime channel where the noise can be neglected as the SNR grows large.

However, when it comes to the low-SNR regime, there is few existing works, and the best known achievable schemes are treating interference as noise and TDMA. Let us demonstrate the performance of treating interference as noise and TDMA in the K-user case with an example.

Consider a K-user weak interference channel with unit direct link gains and symmetric interference link gains, i.e., $|h_{jj}|^2 = 1$ and $|h_{ji}|^2 = a$ for $i \neq j$, $a < 1$ as an example. For this channel, equal rate constraint and equal power constraint are equivalent for TIN and TDMA. Remember that we denote the sum spectral efficiency by $R_0$ and denote the sum signal to noise ratio per second per Hz by $\text{SNR}_0$. The $R_0$ ($\text{SNR}_0$) achieved by TIN is

$$R_0 (\text{SNR}_0) = K \log \left( 1 + \frac{\text{SNR}_0}{K + a \cdot (K - 1) \text{SNR}_0} \right).$$
Combining with Equation 2.15, TIN achieves

\[ S_0 = \frac{2K}{1 + 2a(K - 1)}; \]  
\[ \Delta S_0 = \frac{1}{1 + 2a(K - 1)} \]  

(4.1) \hspace{1cm} (4.2)

The \( R_0(\text{SNR}_0) \) achieved by TDMA is

\[ R_0(\text{SNR}_0) = \log (1 + \text{SNR}_0). \]

Combining with Equation 2.15, TDMA achieves

\[ S_0 = 2 \]  
\[ \Delta S_0 = \frac{1}{K} \]  

(4.3) \hspace{1cm} (4.4)

It is obvious that in a small neighborhood around \( a = 0 \), treating interference as noise is almost optimal, i.e., close to the performance of an interference-free channel. However, when the number of user \( K \) is large, its performance deteriorates very fast. Comparing Equation 4.1 and Equation 4.3, we can see that for all \( K \) value, the wideband slope achieved by treating interference as noise and TDMA meet at \( a = \frac{1}{2} \). When \( \frac{1}{2} < a < 1 \), TDMA has better performance. Therefore when the interference link gains are moderate, to achieve the same spectral efficiency, the system requires \( K \) times the bandwidth required by the interference-free channel.

For 2-user case, comparing with a wideband slope outer bound, we can tell that treating interference as noise achieves almost optimal performance if \( a \) is close to zero, and TDMA achieves almost optimal performance if \( a \) is close to 1. Is this also true for the \( K \)-user case?

In high-\( \text{SNR} \) regime, many noticeable works show that interference alignment can achieve scalable performance. In particular, [19] has designed an pre-coding and zero-forcing transmission scheme for a \( K \)-user MIMO interference channel, which achieves \( \Delta \text{DoF} \) of \( \frac{1}{2} \) for all \( K > 2 \), i.e., the performance of the \( K \)-user channel is the same as a 2-user channel. Although existing interference alignment algorithms are not applicable in the low-\( \text{SNR} \) regime, it still is tempting to conjecture that there exists first-order optimal interference alignment schemes that perform better than treating interference as noise and TDMA. This chapter will propose achievable schemes for both the large bandwidth case and the small bandwidth case. Their
performances support this conjecture for almost all channel realizations under the large bandwidth case, and for a set of channel realizations with non-zero probability under the small bandwidth case.

In section 4.2, we will briefly review the concept of interference alignment, which is an important interference management mechanism for $K$-user interference channel. Common interference alignment techniques used in moderate to high SNR interference channel will be introduced. Then the challenges and opportunities in designing interference alignment algorithms for low-SNR regime systems will be discussed.

In section 4.3, we will discuss the large bandwidth case, where the low-SNR regime is approached by letting the bandwidth $B$ go to infinity while the power $P$ be fixed and finite. In this case, even very small propagation delay can become arbitrarily large comparing with symbol duration $B^{-1}$. Contrary to the 2-user case whose performance is independent of delay, $K$-user channel can use delay to its advantage: when $K$ is greater than 2, extra freedom for system design comes into existence. A type of interference alignment scheme over time domain will be proposed, which achieves $\Delta S_0 = \frac{1}{2}$ with probability one under the assumption that all transmitters and receivers are placed randomly in a 2 or 3 dimensional space. Comparing with TDMA which achieves $\Delta S_0 = \frac{1}{K}$, the achievable scheme we proposed improves the performance by a factor of $K/2$.

In section 4.4, we will study the small bandwidth case, where the low-SNR regime is approached by letting the input power $P$ goes to zero while the bandwidth is fixed and finite. We further assume that $B$ is so small as to render propagation delays negligible comparing with the symbol duration. A phase interference alignment scheme will be proposed. In this scheme, transmitter $j$ only transmits in the direction $e^{j\theta_j}$, instead of using the complete 2-dimensional complex plane. Simulation results will show that when the interference link gains are moderate, this interference alignment scheme performs better than existing transmission schemes such as treating interference as noise and TDMA with high probability, under the assumption that the phase of the channel coefficient $h_{ji}$ is drawn from a continuous random distribution over $[-\pi, \pi]$.
4.2 Interference Management For $K$-user Interference Channel

From chapter 1 and chapter 3, we have seen that for 2-user interference channel, the best known low-SNR regime performance is achieved by traditional transmission schemes such as treating interference as noise and TDMA. The sophisticated Han-Kobayashi transmission scheme is known to be asymptotically optimal in high-SNR regime [16]. However, in the low-SNR regime, it is not first-order optimal, i.e., the minimum energy per bit achieved by the Han-Kobayashi scheme is higher than the optimal value. Therefore it does not improve the wideband slope.

System design faces similar challenge when the number of of users is greater than 2. Most of the efficient interference alignment transmission schemes which have good performance in the high-SNR regime are not first-order optimal, therefore do not improve the wideband slope. The difference in the performance of the same transmission scheme in the high-SNR regime, which is measured by degree of freedom, and in the low-SNR regime, which is measured by the wideband slope, is expected, since given the definitions of these two measures in Equation 1.18 and Equation 1.15, we can see that the degree of freedom and the wideband slope have distinct physical meanings.

The challenges in interference management have very different natures for the $K$-user interference channel working in the high-SNR regime and that working in the low-SNR regime. In the high-SNR regime, the dominant factor affecting the performance is the interference from non-corresponding users. Respectively, the performance measure degree of freedom (DoF) is defined by letting the SNR tend to infinity, and the noise power can be neglected. Therefore, a transmission scheme achieving good performance in the high-SNR regime usually requires each user to make compromise between obtaining higher channel gain at its corresponding receiver and causing less interference at the non-corresponding receivers. Such transmission schemes may not achieve the optimal channel gain defined in Equation 1.14. On the other hand, in the low-SNR regime, the SNR tends to zero and the noise affects the performance tremendly. The primary goal in system design is to achieve the largest received signal to noise ratio, i.e., the transmission scheme must be first-order optimal, as that has been discussed in detail in Section section 2.6.

In high-SNR regime, the key interference management method is called interfer-
ence alignment. This concept was first introduced by [30] and [31] in the context of the multiple-input-multiple-output (MIMO) X channel and MIMO compound broadcast channel respectively. Cadambe and Jafar introduced interference alignment to K-user interference vector channel in [21], where the channel model is defined as

\[ y_j = H_{jj}x_j + \sum_{i \neq j} H_{ji}x_i + z_j. \]  

(4.5)

Common seen vector channels include MIMO channel and frequency selective channel. For a MIMO channel, the element on the pth row and qth column of the channel coefficient matrix \( H_{ji} \) represent the channel coefficient between the pth antenna of transmitter i and the qth antenna of receiver j; for an frequency selective channel, \( H_{ji} \) is a diagonal matrix where the pth element on the diagonal is the channel coefficient of the pth frequency slot between transmitter i and receiver j. Both MIMO channel and frequency selective channel are discussed in [21]. Following the works on vector channel, high-SNR regime interference channel with scalar channel coefficients has also been studied. Important works include [32, 33, 34].

Next, we use MIMO K-user interference channel as an example to demonstrate how the interference alignment works in the high-SNR regime. Assume that each transmitter and each receiver has n antennas. Let each user use zero-forcing at the receivers, then DoF achieved by each user is equal to the dimension of the linear subspace spanned by its received signal \( H_{jj}x_j \) that is linearly independent from the subspace spanned by the received interference \( \sum_{i \neq j} H_{ji}x_i \). Here \( H_{ji} \) is an \( n \times n \) channel matrix and \( x_i \) is length n transmitted vector. [21] has proposed a type of pre-coding algorithm, such that if the elements in the channel matrices are i.i.d., then the following conditions

\[ \text{rank}(H_{jj}x_j) = \frac{n}{2} \]  

(4.6)

\[ \text{rank}\left( H_{jj}x_j, \sum_{i \neq j} H_{ji}x_i \right) = n \]  

(4.7)

can be satisfied for all \( i, j = 1, \cdots, K \) with probability 1. Using zero-forcing at the receiver, this transmission scheme achieves

\[ \Delta \text{DoF} = \frac{1}{2}, \]  

\[ \text{53} \]
where

$$\Delta DoF = \frac{DoF \text{ of the interference channel}}{DoF \text{ of the interference - free channel}}.$$ 

Therefore, as SNR → ∞, the performance of this K-user interference channel is only reduced by a factor of 2 at the presence of K − 1 interference signals.

On the other hand, low-SNR regime interference channel faces a unique challenge: any interference management scheme must achieve the optimal minimum energy per bit defined in Theorem 7. Again, let us look at the MIMO channel defined by Equation 4.5. To obtain the correct $\frac{E}{N_0} \bigg|_{\text{min}}$, the input signal $x_j$ must achieve the channel gain $G_{jj}$,

$$G_{jj} \triangleq \sup_{F_{x_j}} \frac{E \left[ \|H_{jj}x_j\|^2 \right]}{E \left[ \|x_j\|^2 \right]}.$$ (4.8)

To achieve the optimal $G_{jj}$, each user need to transmit along the eigenvector corresponding to the maximal eigenvalue, even if this first-order optimal transmitting direction may generate relatively strong interference at non-corresponding receivers and heavily deteriorate the wideband slope.

Notice that in the high-SNR case we have just discussed, the design philosophy is quite different, where each user compromises between achieving optimal gain at the corresponding receiver and causing less interference at the non-corresponding receivers. With high probability $x_j$ satisfying Equation 4.6 and Equation 4.7 does not satisfy Equation 4.8. Such a $x_j$ is not first-order optimal as a result, and will not improve the wideband slope. This observation is true in general for existing achievable schemes focusing on improving the high-SNR performance of the interference channel with scalar or vector channel coefficients. Low-SNR interference channel is asking for new interference management technique.

### 4.3 Large Bandwidth Case: Interference Alignment Over Time Domain

In this section, we focus on the large bandwidth case, where the signal to noise ratio per second per Hz tends to zero by letting the bandwidth $B$ go to infinity, while let the power $P$ be a finite and constant real number. A type of interference alignment scheme over time domain will be proposed. Theoretical analysis will show that it is first order optimal and achieves $\Delta S = \frac{1}{2}$. The main results in this
section has been partially published in the author’s work [35], in collaboration with A. Høst-Madsen.

The channel model is restated here for the reader’s convenience. The received baseband discrete time signal at receiver $j$ is

$$y_j[n] = |h_{jj}| x_j[n] + \sum_{i \neq j} h_{ji} \tilde{x}_i[n - n_{ji}] + z_j[n]$$  \hspace{1cm} (4.9)

where

$$\tilde{x}_i[n] = \sum_{m=-\infty}^{\infty} x_i[m] \text{sinc}(n - m + \delta_{ji}),$$  \hspace{1cm} (4.10)

and $n_{ji}$ and $\delta_{ji}$ are the integer part and the fractional part of the propagation delay respectively,

$$n_{ji} = \left\lfloor \frac{\tau_{ji} B + \frac{1}{2}}{2} \right\rfloor;$$  \hspace{1cm} (4.11)

$$\delta_{ji} = \tau_{ji} B - \left\lfloor \tau_{ji} B + \frac{1}{2} \right\rfloor.$$  \hspace{1cm} (4.12)

Any length-$N$ input sequence $x_i^N$ must satisfy power constraint $\frac{1}{N} \sum_{n=1}^{N} |x_i[n]|^2 \leq \text{SNR}_i$, where $\text{SNR}_i = \frac{P_i}{N_0 B}$.

The key idea in the design is to utilize the differences between propagation delays $\tau_{ji}$ for different $(j, i)$ pairs. We show that for any set of $\tau_{ji}$, $i, j = 1, \ldots, K$ that are linearly independent over rational numbers, there exists arbitrarily large $B$ that could make the propagation delay arbitrarily close to some odd integer. As a result, if we let each user use even time instance in the discrete time baseband channel model, then at the receiver, the desired message and the interference signal are almost orthogonal over time domain. Therefore, during half of the time, every user can enjoy almost interference-free transmission, and the interference channel can achieve $\Delta S_0 = \frac{1}{2}$. Remember that transmitters and receivers are assumed to be placed in a 2 or 3 dimensional space randomly. Therefore with probability one $\tau_{ji}$ will be linear independent, and this transmission scheme will achieve good performance.

The idea of interference alignment over time domain is also used in [36] and [37]. Similar to the scheme proposed in this thesis, both works acknowledge that the interference and the message can not be completely orthogonal at the transmitter, and there always will be a part of the interference that leaks onto the signal space. The main difference lies in how this leaked interference is managed. [36] applies
rectangular window transmission in time domain, which increase bandwidth require-ment. [37] uses a channel model assuming the fractional delay $\delta$ is zero; and they also assume that the number of users is asymptotically large.

The transmission scheme proposed here will simply treat interference as noise. No approximation and assumption of window transmission is made. We will see that in the large bandwidth regime, interference alignment over time domain becomes a more natural choice.

Here, we refine the definition of minimum energy per bit and wideband slope in [1, (34), (29)] as

$$\frac{E_b}{N_0\min} = \lim \inf \frac{P}{N_0B} R \left( \frac{E_b}{N_0} \right)$$

(4.13)

$$S_0 \triangleq \lim \sup \frac{R \left( \frac{E_b}{N_0} \right)}{10 \log_{10} \frac{E_b}{N_0} - 10 \log_{10} \frac{E_b}{N_0\min}}$$

(4.14)

The original definitions do not define the case where the limit in Equation 4.13 and Equation 4.14 do not exist for all infinite non increasing sequences $\frac{P_{n_0B}}{N_0}, \frac{P_{n_0B}}{N_0}, \cdots$ with $\lim_{n \to \infty} \frac{P_{n_0B}}{N_0} = 0$. In the modified definitions $\frac{E_b}{N_0\min}$ and $S$ are well defined if there is at least one sequence of $\frac{P_{n_0B}}{N_0}$ such that the limits Equation 4.13 and Equation 4.14 exist. The necessity of this modification will be illustrated in subsection 4.3.3 by an example.

### 4.3.1 An Interference Alignment Scheme

In this section, we propose an interference alignment scheme over time domain which utilizes the propagation delay.

**Definition 22.** The transmission scheme is designed as:

1. At transmitter $j$
   - Let the discrete baseband signal be
     $$x_j[n] \sim \begin{cases} 
     \mathcal{N} \left( 0, \frac{2P_P}{e_c} \right), & \text{if } n = 2k \\
     0, & \text{if } n = 2k + 1 
     \end{cases} \text{ for all integer } k$$
   - Construct the continuous baseband signal by sinc pulse train
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\[ x_j(t) = \sum_{-\infty}^{\infty} x_j[n] \text{sinc}(B_o(t - nT)) \]

a) At receiver \( j \):

- Sample the received continuous time baseband signal with rate \( B_o \) and time synchronize with \( x_j(t) \);
- Decode \( x_j[2m] \) from \( y_j[2m] \);
- The interferences are treated as noise.

\( B_o \) is the working bandwidth. The criterion used to choose \( B_o \) is

\[ |\tau_{ji}B_o - 2k_{ji} - 1| \leq \delta \quad (4.15) \]

for all \( i, j = 1, \cdots, K \). \( \delta \) is some arbitrarily chosen design specification.

Next, we show that it is guaranteed to find an infinite sequence of \( \{B_{o1}, B_{o2}, \cdots\} \), \( B_{o(k+1)} > B_{ok} \), such that \( B_{ok}, k = 1, 2, \cdots \) satisfies Equation 4.15. The concept of linearly independent over rational number will be introduced first.

**Definition 23.** [38] A set of real numbers \( \theta = \{\theta_1, \theta_2, \cdots, \theta_n\} \) are linearly independent over rational number if \( \sum a_i \theta_i = 0 \) only if \( a_i = 0 \) for all \( a_i \in \mathbb{Z} \).

**Lemma 24.** If \( \tau_{ji}, i, j \in \{1, \cdots, K\} \) are linearly independent over the rational numbers, then for any \( \delta > 0 \), there exist arbitrarily large real number \( B \), such that

\[ |\tau_{ji}B - 2k_{ji} - 1| \leq \delta \quad (4.16) \]

for some integers \( k_{ji}, j, i \in \{1, \cdots, K\} \).

The proof of Lemma 24 is based on the following fundamental approximation results in number theory.

**Theorem 25.** [38, Theorem 7.9, First Form of Kronecker’s Theorem] If \( \alpha_1, \cdots, \alpha_n \) are arbitrary real numbers, if \( \theta_1, \cdots, \theta_n \) are linearly independent real numbers over the rational numbers, and if \( \epsilon > 0 \) is arbitrary, then there exists an real number \( t \) and integers \( h_1, \cdots, h_n \) such that

\[ |t\theta_i - h_i - \alpha_i| < \epsilon \quad (4.17) \]

\( \forall i \in \{1,2,\ldots,n\} \)
We also have

**Lemma 26.** [38, Exercise 7.7, page 160] Under the hypotheses of Theorem 25, if $T > 0$ is given, there exists a real number $t > T$ satisfying the $n$ inequalities Equation 4.17.

Now let us prove Lemma 24.

**Proof of Lemma 24.** Let $\alpha_1, \cdots, \alpha_n = 0.5, \epsilon = \frac{\delta}{2}$. According to Theorem 25, there exist arbitrarily large real number $\hat{B}$ and some integers $n_{ji}, i, j \in \{1, \cdots, K\}$ such that

$$|\tau_{ji} \hat{B} - k_{ji} - 0.5| \leq \frac{\delta}{2}.$$

Let $B = 2\hat{B}$, we have

$$|\tau_{ji} B - 2k_{ji} - 1| \leq \delta.$$

Combining the inequality above with Lemma 26, Lemma 24 is proved. \qed

### 4.3.2 The Achievable Sum Slope

In this section, we show that the interference alignment scheme proposed in Definition 22 achieves $\Delta S_0 = \frac{1}{2}$.

Lemma 24 shows that using this transmission scheme, the desired signal is almost orthogonal with the interference signal in time domain. However, this is not sufficient. Since the energy of interference signal that leaks onto the signal space will be treated as noise, we also need to show that as $\delta_{ji} \to 0$, the energy of interference signal falls onto signal space will also converge to zero. This is stated in the following lemma.

**Lemma 27.** Under the assumptions $x_j[2m]$ are i.i.d. Gaussian random variable with distribution $\mathcal{N}(0, 2P_j)$ and $x_j[2m + 1] = 0$ for all $j$ and $m$, $E[\tilde{x}_i[n_1, \delta_{ji}]\tilde{x}_i^*[n_2, \delta_{ji}]]$ is a continuous function of $\delta_{ji}$ which satisfies

$$\lim_{\delta_{ji} \to 0} E[\tilde{x}_i^*[n_1, \delta_{ji}]\tilde{x}_i[n_2, \delta_{ji}]] = \begin{cases} 2P_i & \text{if } n_1 = n_2 = 2k, \\ 0 & \text{for some integer } k, \\ 0 & \text{o.w.} \end{cases}$$

58
Equipped with the interference alignment scheme in definition 22, Lemma 24, and Lemma 27, we proceed to show our the main results on the achievable sum slope of $K$-user interference channel.

**Theorem 28.** Suppose that the set of delays $\tau_{ji}$, $i, j \in \{1, \cdots, K\}$ are linearly independent over the rational numbers. Then the following wideband slope is achievable

\[
S_0 = \frac{\left( \sum_j |h_{jj}|^2 \right)^2}{\sum_j |h_{jj}|^4} \quad \text{equal power constraint;}
\]
\[
S_0 = K \quad \text{equal rate constraint.}
\]

Under both constraints,

\[
\Delta S_0 = \frac{1}{2}
\]

is achievable.

**Proof.** Assume that the system uses the transmission scheme proposed in Definition 22. Let

\[
\epsilon_j(B) = \sum_{i \neq j} \left| \mathbb{E} \left[ \left( \tilde{x}_i[2n] \right)^2 \right] \right|
\]

denote the power of the leaked interference.

The best rate with this scheme is clearly achieved if the leaked interference power is zero; in that case the channel is an interference-free channel where half the symbols are not used. We can therefore conclude

\[
\Delta S_0 \leq \frac{1}{2}
\]

On the other hand, taking into account the leaked interference, the achievable rate
at receiver $j$ is

$$R_j = \frac{1}{2} \log \left( 1 + \frac{|h_{jj}|^2 2P_j}{1 + \frac{\epsilon_j(B) |h_{jj}|^2 P_j + |h_{jj}|^4 P_j^2}{BN_0}^2} \right)$$

(4.19)

and

$$= |h_{jj}|^2 \frac{P_j}{BN_0} - \left( \frac{\epsilon_j(B) |h_{jj}|^2 P_j + |h_{jj}|^4 P_j^2}{BN_0} \right) \left( \frac{1}{BN_0} \right)^2$$

(4.20)

$$+ o \left( \left( \frac{1}{BN_0} \right)^2 \right).$$

(4.21)

The wideband slope is a continuous function of the coefficients in the first two terms in the Taylor series of $R_j$ in $\frac{1}{B}$. According to Lemma 24 for any $\delta > 0$ there exists some $B_\delta$ and a set of integers $k_{ji}$ such that $n_{ji} = 2k_{ji} + 1$, i.e., the integer part of the delay is an odd number, and the fractional part of the delay satisfies $|\delta_{ji}| \leq \delta$.

From Lemma 24 and Lemma 27, we can then conclude that there exists a sequence of real numbers $\{B_{o1}, B_{o2}, \ldots \}$, $B_{o(k+1)} > B_{ok}$, so that $k \to \infty$ and $\epsilon_j(B_{ok}) \to 0$ for all $j = 1, \cdots, K$. This means that $\Delta S_0 = \frac{1}{2}$ is a limit point, and together with Equation 4.18 this shows that $\Delta S_0 = \frac{1}{2}$ is the limit superior. □

Now we can easily conclude the following corollary.

**Corollary 29.** Suppose that all nodes have independent positions and each node position has a continuous distribution. Then the propagation delays $\tau_{ji}, i, j \in \{1, \cdots, K\}$, are linearly independent over rational numbers with high probability, and

$$\Delta S_0 = \frac{1}{2}$$

is achievable.

Corollary 29 implies that in practice $\Delta S_0 = \frac{1}{2}$ is achievable with probability one, since in our channel model, transmitters and receivers are placed randomly, and the probability that they are positioned accurately in a grid is zero.

### 4.3.3 Practical Implementation and Simulation Results

In this section we will show that the interference alignment ideas of the previous section can be used in a practical system, and show some simulation results. This will also make it clear why the modified definition Equation 4.14 is needed.
We can see that one key question concerning the transmission scheme defined by Definition 22 is: how to find $B_o$? Here we propose an algorithm, stated in the following proposition.

**Proposition 30.** Assume that both the transmitters and the receivers have perfect channel knowledge. With probability one, the following searching method terminates after a finite number of iterations:

Initialize $B$ to be any positive integer. Proceed to the following while loop:

While $(|\tau_{ji}B - 2k_{ji} - 1| > \delta)$:

Increase $B$ by 1, i.e., $B = B + 1$.

The output $B$ of this while loop satisfies $|\tau_{ji}B - 2k_{ji} - 1| \leq \delta$, therefore can be chosen as $B_o$.

Lemma 31 guarantees that the searching algorithm defined in the proposition above terminates. The proof is almost identical to the proof of Lemma 24. However, the essential difference is that while Lemma 24 only shows the existence of $B$ satisfying Equation 4.16 over the set of positive real numbers $\mathbb{R}^+$, the results in this section ensure that such $B$ can be found even if we restrict $B$ to be integer.

**Lemma 31.** If $\tau_{ji}$ are linearly independent over the rational numbers, then for any $\delta > 0$, there exist an integer $B$, such that

$$|\tau_{ji}B - 2k_{ji} - 1| \leq \delta \quad (4.23)$$

for some integers $k_{ji}$. Further, $B$ can be made arbitrarily large.

The proof of Lemma 31 is based on the second form of Kronecker’s theorem[38, Theorem 7.10, Second Form of Kronecker’s Theorem], which shows that Theorem 25 still holds even if we require $t$ to be an integer. Details are skipped here.

We can see that the brute force algorithm of searching through all integer $B$ is guaranteed to find good operating bandwidths. Figure 4.2 shows the performance of the proposed achievable scheme when the system operating at a sequence of $B_\delta$, $\delta = 0.2$. However, designing more efficient $B_\sigma$-searching algorithm could be a subject of further research.

In the simulation, we consider a 3-user channel with symmetric channel gain: $|h_{jj}|^2 = 1$, $|h_{ji}|^2 = 0.8$. Notice that for channels with symmetric link gains, equal power and equal rate constraints are equivalent. The delays $\tau_{ji}$ are chosen such that they are linearly independent over the rational numbers.
Figure 4.1: Performance for arbitrary bandwidth.

Figure 4.1 shows the simulation results of the case where bandwidth $B$ increases continuously. The system performance shows a noticeable oscillating behavior. This phenomenon can be explained as followed. At receiver $j$ the interference caused by user $i$ is an increasing function of $\delta_{ji}$; and $\delta_{ji}$ is a periodic function of $B$, oscillating between 0 and 1. It can be proved that the cumulative effect of leaked interferences from all other users has same (almost) periodic behavior. The proof is similar to that of Lemmas Equation 5.14 and 26; details are skipped here.

Figure 4.1 also shows why we need the modified definition Equation 4.14. We could see that the limits defined by Equation 2.12 and Equation 2.13 do not exists: if we take one infinite sequence of bandwidth values from the upper envelope of the $R\left(\frac{E_b}{N_0}\right)$ curve, and take another infinite sequence of bandwidth values from its lower envelope, they will give different wideband slope. However, the lim sup always exists. More importantly, this modified definition is operational: given the channel state information, the system can find a large but finite $B$ which achieves good low-SNR regime performance.

4.4 Small Bandwidth Case: Circularly Asymmetric Signaling

In this section, a type of interference alignment scheme will be proposed for the small bandwidth case. This achievable scheme applies the concept of circularly asymmetric signaling, which has been introduced in section 2.4. To fully describe the circularly asymmetric input, instead of the scalar complex channel model, a
2-dimensional real channel model equivalent to the scalar complex channel model may be more convenience.

The channel model is restated here for the reader’s convenience. The received baseband discrete time signal at receiver \( j \) is

\[
y_j[n] = h_{jj}x_i[n] + \sum_{i \neq j} h_{ji}x_i[n] + z_j[n].
\]  

(4.24)

The channel coefficient \( h_{ji} \) is complex scalar number, and the noise \( z_j \) is i.i.d. circularly symmetric complex random variable. For any length-\( N \) input sequence \( x_i^N \), power constraint \( \frac{1}{N} \sum_{n=1}^{N} |x_i[n]|^2 \leq \text{SNR}_i \) is satisfied, where \( \text{SNR}_i = \frac{P_i}{N_0B} \).

Its equivalent two-dimensional real channel is

\[
y_j = |h_{jj}| \mathbf{U}_{jj}x_j + \sum_{i=1,i \neq j}^K |h_{ji}| \mathbf{U}_{ji}x_i + z_j
\]  

(4.25)

where \( \mathbf{U}_{ji} \triangleq \begin{pmatrix} \cos(\phi_{ji}) & -\sin(\phi_{ji}) \\ \sin(\phi_{ji}) & \cos(\phi_{ji}) \end{pmatrix} \) is the rotation matrix with angle \( \phi_{ji} \). And the 2 \times 1 vector white Gaussian noise is \( z_j \sim \mathcal{N}(0, \frac{1}{2} \mathbf{I}_{2 \times 2}) \); the input signal \( x_j \) is related to the scalar complex model by: \( x_j = \begin{pmatrix} \text{Re}\{x_j\} \\ \text{Im}\{x_j\} \end{pmatrix} \), with the average covariance matrix of the \( jth \) input as \( \mathbf{K}_{x_j} \triangleq \frac{1}{N} \sum_{n=1}^{N} \mathbf{E} \left[ x_j[n] (x_j[n])^H \right] \) satisfying
power constraint $\text{Tr} \left( \mathbf{K}_{x_j} \right) \leq \text{SNR}_j$. Denote covariant matrix normalized by SNR as $\mathbf{K}_j = \frac{\mathbf{K}_j}{\text{SNR}_j}$.

Many previous works on the Shannon capacity region of a interference channel only consider circularly symmetric inputs. However, [21] shows that $K$-user interference channel using circularly asymmetric signaling achieves better performance in high-SNR regime. Their result is one of our main inspirations, although the specific interference alignment technique they proposed is not applicable to the low-SNR regime.

In the example follows, we can see that for certain channel realizations, circularly asymmetric indeed can improve the low-SNR regime performance. Take a channel whose direct link coefficients have zero phase, i.e., $\phi_{jj} = 0$, and interference link coefficients have phase $\pi/2$ as an example. If we let every transmitter only transmits over the real axis, then at every receiver, all interferences will be aligned to the imaginary axis, orthogonal to the desired signal. This transmission scheme achieves $\Delta S_0 = \frac{1}{2}$ regardless of the link gains $|h_{ji}|^2$. Of course, since we assume $\phi_{ji}$ is drawn from a uniform distribution over $(-\pi, \pi)$ such channel will occur with zero probability. Nevertheless, the idea of interference alignment over phase domain is inspiring. Here we are going to generalize this idea into more general cases. The main results in this section has been partially published in the author’s works [39, 40], in collaboration with A. Høst-Madsen.

### 4.4.1 One-Dimensional Gaussian Signaling

In this section, an phase interference alignment scheme will be proposed. In this scheme, transmitter $j$ only transmits in the direction $e^{i\theta_j}$, instead of using the whole complex plane. Simulation results will be shown in the next section, we will see that when the interference link gains are moderate, with high probability, this interference alignment scheme performs better than existing transmission schemes: treating interference as noise and TDMA.

Consider a simple transmission scheme with the following properties:

- the input sequence $x_j[n]$ is i.i.d. distributed Gaussian complex random variable for all $n$.
- $E[\Re \{x_j\}] = E[\Im \{x_j\}] = 0$, $E[x_j x_j^*] = \text{SNR}_j$ and the correlation between $\Re \{x_j\}$ and $\Im \{x_j\}$ is 1.
- Receivers treat interference as noise.
The following definition is equivalent to the description above, but provide a more clear geometric interpretation.

**Definition 32.** One-dimensional Gaussian signaling transmission scheme

- At transmitter $j$, let input sequence be $x_j[n] = w_j[n] e^{j\theta_j}$, where $w_j[n]$ is drawn from i.i.d real Gaussian random variable with distribution $\mathcal{N}(0, \text{SNR}_j)$, and the phase $\theta_j$ is a priory chosen design parameter, unchanged for all $n$ during the transmission.

- At receiver $j$, interference is treated as noise.

We call this one-dimensional because every transmitter only transmit along $e^{j\theta_j}$, therefore only one dimension is used out of the two-dimensional signal space.

Our objective is to find the set of phases $\theta = \{\theta_1, \ldots, \theta_K\}$ that maximize the achievable wideband slope $S_0$.

The achievable $S_0$ for any $\theta$ is stated in the next lemma. For computational convenience, we return to the equivalent two-dimensional real channel model. In the equivalent 2-dimensional real channel model, the input $x_j$ has covariant matrix

$$K_j = \text{SNR}_j \begin{pmatrix} \cos^2 \theta & \frac{\sin 2\theta}{2} \\ \frac{\sin 2\theta}{2} & \sin^2 \theta \end{pmatrix},$$

rank $(K_j) = 1$.

**Lemma 33.** For the 2-dimensional real channel defined by Equation 4.25, the sum slope achieved by the one-dimensional Gaussian signaling is

$$S_0 = \frac{\left(\sum_{j=1}^{K} |h_{jj}|^2\right)^2}{\sum_{j=1}^{K} |h_{jj}|^4 + \sum_{j=1}^{K} \sum_{i\neq j}^{K} |h_{jj}|^2 |h_{ji}|^2 + f(\theta)},$$

where

$$f(\theta) \triangleq \sum_{j=1}^{K} \sum_{i\neq j}^{K} |h_{jj}|^2 |h_{ji}|^2 \cos 2(\phi_{ji} - \theta_j + \theta_i).$$

**Proof.** Using treating interference as noise at the receiver, the achievable sum rate
32 is

$$R_s = \sum_{j=1}^{K} \left( \frac{1}{2} \log \left| I_2 + \frac{2}{K} \text{SNR}_s \left( |h_{jj}|^2 U(\phi_{jj}) K_j U_2(\phi_{jj}) \right) \right| - \frac{1}{2} \right) + \sum_{i=1, i \neq j}^{K} |h_{ji}|^2 U(\phi_{ji}) K_i U(-\phi_{ji}) \right| - \frac{1}{2} \right). \tag{4.28}$$

$$\log \left| I_2 + \frac{2}{K} \text{SNR}_s \sum_{i=1, i \neq j}^{K} |h_{ji}|^2 U(\phi_{ji}) K_i U(-\phi_{ji}) \right| \tag{4.29}$$

under equal power constraint where \(\text{SNR}_j = \frac{\text{SNR}_s}{K}\). Combining Equation 2.14, Equation 1.16 and Equation 4.28, we have

$$\dot{R}_s(0) = \frac{\sum_{j=1}^{K} |h_{jj}|^2}{K} \tag{4.30}$$

$$-\ddot{R}_s(0) = 2 \frac{\sum_{j=1}^{K} |h_{jj}|^4}{K^2} + 2 \frac{\sum_{j=1}^{K} \sum_{i \neq j} |h_{jj}|^2 |h_{ji}|^2}{K^2} + 2 \frac{\sum_{j=1}^{K} \sum_{i \neq j} (|h_{jj}|^2 |h_{ji}|^2 \cdot \cos 2 (\phi_{ji} - \theta_j + \theta_i))}{K^2}. \tag{4.31}$$

Given \(S_0 = \frac{2R_s^2(0)}{-R_s(0)}\), Equation 4.26 followed.

Given Equation 4.26, to maximize \(S_0\) is equivalent to find the set of \(\theta_j\) that minimizes \(f(\bar{\theta})\).

Denote this optimization problem by \(P(\bar{\theta})\), which is defined as

$$\min \quad f(\bar{\theta})$$

subject to \(\theta_j \in [-\pi, \pi]\).

Notice that \(\theta_j \mod 2\pi\) will not affect the value of \(f(\bar{\theta})\). Therefore, \(P(\bar{\theta})\) can be solved using standard numerical methods for unconstrained optimization problems.

### 4.4.2 Simulation Results and Discussions

In this section, we simulate the performance of the one-dimensional signaling scheme in 10-user interference channel with unit direct link gains and symmetric weak interference link gains, i.e., \(|h_{jj}|^2 = 1\) and \(|h_{ji}|^2 = a < 1\) for all
$i, j = 1, \cdots, 10$. The phases $\phi_{ji}$ is drawn from $U[-\pi, \pi]$ in each channel realization. This performance will be compared with existing achievable schemes: treating interference as noise and TDMA.

Notice that to simplify the analysis, we only consider weak interference channel. However, when $K$ is large the event that all interference links are weak may only happen with very low probability, especially when $a$ is close to 1. For a mixed channel, a better choice for achievable schemes may be a combination between interference decoding and the transmission schemes that suit weak interference case.

The simulation results are presented below. We can see that when $a$, the ratio between the direct link gain and the interference link gain, is close to 1, then with non-zero probability the one dimensional Gaussian signaling transmission scheme performs better than TDMA.

Figure 4.3 illustrates the empirical cumulative distribution functions of the sum slope achieved by the one-dimensional interference alignment scheme at different $a$ values. For comparison, $S_0$ achieved by treating interference as noise are also shown, and TDMA always achieves $S_0 = 2$ for all $a$ value.
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**Figure 4.3:** Empirical cumulative distribution functions of $S_0$ achieved by treating interference as noise (TIN), interference alignment (INTA) and TDMA under different $a$ values.

In Figure 4.4, we compare the median value of $S_0$ achieved by one-dimensional
interference alignment scheme with the performance of treating interference as noise and TDMA.
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**Figure 4.4:** the median value of $S_0$ achieved by INTA, and the achievable $S_0$ of TIN and TDMA as a function of $a$

For the canonical symmetric channel considered, we could see that the performance of one-dimensional interference alignment is more likely to be better than TIN and TDMA when the interference link gain $a$ is moderate. If $a$ is small, treating interference as noise achieves better performance; when $a$ grows closer to 1, TDMA becomes more likely to have better performance.
Chapter 5

K-User Interference Channel: Wideband Slope Outer Bounds

5.1 Summary

Few works discuss the low-SNR regime performance of $K$-user interference channel, $K > 2$. Noticeable works on the performance outer bounds of $K$-user interference channel include [18], [28], and [41]. [18] considers channel working in the high-SNR regime; [41] discusses partially connected $K$-user channel. The latest work [28] considers fully connected $K$-user interference channel with general SNR value, and develops capacity outer bound for certain channel realizations. However, if we assume that the channel coefficients are continuous random variable, then these channel realizations occur with zero probability. In this chapter, first-order optimal outer bounds on the wideband slope of the $K$-user interference channel will be developed, for both the large bandwidth case and the small bandwidth case. These bounds work for a set of channel realizations with non-zero probability. Together with the optimal and achievable minimum energy per bit defined in Theorem 7, the wideband slope outer bounds provide outer bounds on the spectral efficiency of the $K$-user interference channel working in the low-SNR regime.

First, the large bandwidth case will be discussed. In chapter 4 section 4.3, we have seen that under the large bandwidth case, benefiting from the propagation delay, which can grow arbitrarily large as $B \to \infty$, the $K$-user interference channel achieves $\Delta S_0 = \frac{1}{2}$ with probability one. Of course, if the channel condition is amiable, better achievable transmission scheme exists. For instance, if all of the interference link gains are higher than the direct link gains, then interference decoding achieves higher wideband slope; and if all of the interference link gains are very weak, then treating interference as noise may achieve better performance. However, our results in section 5.2 implies that under certain conditions, channel
realizations with very strong or very weak interference link gains rarely occur.

Section 5.2 will show that if channel coefficients are drawn from continuously distributed random variable, and the number of users $K$ is large, then with high probability, the $K$-user interference channel can be decomposed into $K/2$ compounded 2-user interference channels, such that

1. each 2-user component forms a 2-user weak interference channel;

2. In each 2-user component, the interference link gains are close to the direct link gains,

i.e. each compounded 2-user interference channel satisfies $(1 - \epsilon) \leq |h_{ji}|^2/|h_{ii}|^2 < 1,$ where $\epsilon$ is an arbitrary positive real number.

Applying the outer bound for the 2-user interference channel developed in chapter 3, section 3.3 to the compounded 2-user interference channels, we obtain a wideband slope outer bound for the $K$-user interference channel. It shows that

1. Under equal rate constraint, the achievable sum slope of a channel realization must satisfy $\Delta S_0 < 1/2 + \delta$ for all $\delta > 0$, as $K \to \infty$.

2. Under equal power constraint, the achievable sum slope of a channel realization must satisfy $\Delta S_0 < 1/2 + \hat{\delta} + \delta$ for all $\delta > 0$, as $K \to \infty$, where $\hat{\delta}$ is a positive real number depending on the distribution function of the channel coefficients.

This outer bound holds for both the large bandwidth case and the small bandwidth case.

Comparing with the achievable wideband slope region discussed in the previous chapter, we can see that for the large bandwidth case, the interference alignment transmission scheme proposed in chapter 4 section 4.3, which achieves $\Delta S_0 = 1/2$, is almost optimal.

For the small bandwidth case, the gap between this slope outer bound and the inner bound achieved by the phase alignment transmission scheme proposed in chapter 4 section 5.3 becomes larger. Of course, there exists certain channel realization for which the phase alignment scheme can achieve $\Delta S_0 = 1/2$. For instance, if a channel realization has $\phi_{jj} = 0$ and $\phi_{ji} = \pi/2$ for all $i, j = 1, \cdots, K$, then $\Delta S_0 = 1/2$ is achievable if we let $\theta_j = 0$. However, from the simulation results shown in section 5.3, we can see that with non-zero probability, TDMA has better performance as the interference link gains grows closer to the direct link gains, which can only achieve $\Delta S_0 = 1/K$. 
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In section 5.3, a tighter outer bound will be derived, which implies that for a set of small bandwidth $K$-user interference channel realizations, the achievable sum slope of a channel realization must satisfy $\Delta S_0 < 1/\kappa + \delta$ for all $\delta > 0$, and the probability that a channel realization falls into this set is strictly greater than zero. This result implies that for this set of channels, TDMA is almost optimal.

5.2 Large Bandwidth Case

Chapter 4 section 4.3 shows that using interference alignment and treating interference as noise, $\Delta S_0 = \frac{1}{2}$ is achievable. Is it possible to obtain better performance? For certain channels, the answer is yes. For instance, if all interference link gains are greater than the direct link gains, i.e., $|h_{ji}|^2 > |h_{ii}|^2$, then interference decoding can completely eliminate the interference, and the system achieves $\Delta S_0 = 1$. Another example is a channel whose interference link gains are very small, for this channel treating interference as noise may achieve better performance.

However, if $|h_{ji}|^2$ is the realization of a continuous random variable and the number of users is large, then the examples we just mentioned only happen with very low probability. Our questions are

- How does a typical channel look like?
- How can its wideband slope be bounded?

By typical channel, we mean that it happens with high probability.

Let us first define $(1 - \epsilon)$-interference pair and weak $(1 - \epsilon)$-interference pair.

Definition 34. We say that users $i$ and $j$ form an $(1 - \epsilon)$-interference pair if

$$1 - \epsilon \leq \frac{|h_{ji}|^2}{|h_{ii}|^2}, \frac{|h_{ij}|^2}{|h_{jj}|^2} < 1,$$

and form a weak $(1 - \epsilon)$-interference pair if

$$1 - \epsilon \leq \frac{|h_{ji}|^2}{|h_{ii}|^2} < 1 \text{ or } 1 - \epsilon \leq \frac{|h_{ij}|^2}{|h_{jj}|^2} < 1.$$

The outer bounds in this section are proven under the assumption that the channel coefficients $h_{ji}$ for all $i, j \in \{1, \cdots, K\}$ are i.i.d. random variables. However, this is not a necessary condition, only a convenient condition to simplify proofs; later in the section we will comment more on this. The main results in this section
have been partially published in the author’s work [35], in collaboration with A. Høst-Madsen.

5.2.1 The Equal Rate Constraint

The equal rate constraint will be discussed in this section. Our main results will show that as the number of users $K \to \infty$, the event

\[
\{ \text{user } j, \forall j \in \{1, \ldots, K\}, \text{ forms a } (1 - \epsilon) - \text{interference pair with at least one other user} \}
\]

happens with high probability, which gives $\Delta \mathcal{S}_0 \leq \frac{1}{2} + \delta$, $\forall \delta > 0$ under the equal rate constraint.

First consider the equal rate constraint. We assume that the channel coefficients $h_{ji}$ are i.i.d. and $E[|h_{ii}|^2] < \infty$; if the later assumption were not satisfied, $\lim_{K \to \infty} \frac{1}{K} \sum_{i=1}^{K} P_i = \infty$ even if the channel is interference-free (see Equation 2.22), so the energy per bit and wideband slope would not be well-defined for large $K$ (see also the comment at the top of page 1325 in [1] about Rayleigh fading).

For $\forall \epsilon, \hat{\epsilon} > 0$, define two sets

\[
R_{\epsilon} = \{ x \in \mathbb{R} : F_{|h_{ii}|^2}(x) - F_{|h_{ii}|^2}((1 - \epsilon)x) < \hat{\epsilon} \} ;
\]

\[
D_{\epsilon} = \{ \text{all } i \in \{1, \ldots, K\} : |h_{ii}|^2 \in R_{\epsilon} \} .
\]

The following lemma shows that as the number of users $K \to \infty$, conditioned on $i \in D_{\epsilon}$, with high probability user $i$ forms a $(1 - \epsilon)$-interference pair with at least one other user.

**Lemma 35.** Given $\forall \epsilon, \hat{\epsilon} > 0$, denote

\[
B_{\epsilon, \hat{\epsilon}} \triangleq \{ \text{all } i \in \{1, \ldots, K\} \bigcap i \in D_{\epsilon} : \text{user } i \text{ does not form an } (1 - \epsilon) - \text{interference pair with any other user} \} .
\]

Then

\[
\lim_{K \to \infty} \Pr(B_{\epsilon, \hat{\epsilon}} = \emptyset) = 1.
\]

**Proof.** Please see the Appendix section A.3. \qed
On the other hand, conditioned on \( i \in D_\epsilon \), the chance that \(|h_{ji}|^2\) falls on the interval \((1 - \epsilon)|h_{ii}|^2, |h_{ii}|^2\) is low for \( \epsilon \) small, and probability that user \( i \) can form a \((1 - \epsilon)\)-interference pair is low as a result. However, in the following lemma, we show that the sequence \( \Pr(R_\epsilon) \) can be made arbitrarily small.

**Lemma 36.** Given any infinite sequence \( \hat{\epsilon}_n > 0 \) satisfying \( \hat{\epsilon}_n > \hat{\epsilon}_{n+1} \) and \( \hat{\epsilon}_n \to 0 \), the corresponding sequence of \( R_{\hat{\epsilon}_n} \) satisfies

1) \( R_{\hat{\epsilon}_{n+1}} \subseteq R_{\hat{\epsilon}_n} \);

2) \( \Pr(R_{\hat{\epsilon}_n}) \to 0 \).

**Proof.** Please see the Appendix section A.4.

Regarding to the sum slope, if all users are in \( D_\epsilon \), then it is easy to show that there exists a sum slope outer bound which can be arbitrarily close to the inner bound given in Theorem 28. On the other hand, for users in \( D_\epsilon \) better performance may be achieved, and the overall sum slope of the system may be improved as a result. However, given the following lemma, we will see that the impact on system performance of users in \( D_\epsilon \) can be made arbitrarily small.

**Lemma 37.** Let \( X \) be a positive random variable with \( E[X] < \infty \), and let \( \mu_X \) be the measure induced by the cumulative distribution function of \( X \). Let \( G_i \subseteq \mathbb{R} \) be a sequence of measurable sets with \( G_{i+1} \subseteq G_i \) and \( \lim_{i \to \infty} \mu_X(G_i) = 0 \). Define

\[
X_i = \begin{cases} 
X & X \in G_i \\
0 & X \notin G_i 
\end{cases}
\]

Then

\[
\lim_{i \to \infty} E[X_i] = 0.
\]

**Proof.** Please see the Appendix section A.5.

Our main result is stated in the following theorem.

**Theorem 38.** Suppose that the channel coefficient \( h_{ij} \) are i.i.d.. Under the equal rate constraint

\[
\forall \delta > 0 : \lim_{K \to \infty} \Pr\left( \Delta S_0 \leq \frac{1}{2} + \delta \right) = 1. \tag{5.1}
\]
Proof. We discuss users in the set $D_\epsilon$ and those in the set $D_\epsilon^c$ separately.

First, let us look at user $j$, $j \in D_\epsilon^c$. We assume that each user $j \in D_\epsilon^c$ forms a $(1 - \epsilon)$-interference pair with some user $i_{(j)}$. Given Lemma 35, this happens with high probability. Consider a single $(1 - \epsilon)$-interference pair $(j, i_{(j)})$. We can get an upper bound on the spectral efficiency, by eliminating all interference links except the links between users $j$ and $i_{(j)}$, so that the received signal is

$$y_j = h_{jj}x_j + h_{ji_{(j)}}x_{i_{(j)}} + z_j$$
$$y_{i_{(j)}} = h_{i_{(j)}j}x_j + h_{i_{(j)}i_{(j)}}x_{i_{(j)}} + z_{i_{(j)}}.$$  

Let $\frac{|h_{ji_{(j)}}|^2}{|h_{i_{(j)}i_{(j)}}|^2} = 1 - \epsilon_{i_{(j)}j}$, $\frac{|h_{ij_{(j)}}|^2}{|h_{jj}|^2} = 1 - \epsilon_{i_{(j)}j}$. Since $\{y_j, y_{i_{(j)}}\}$ is a $(1 - \epsilon)$-interference pair, we have

$$0 \leq \epsilon_{i_{(j)}j}, \epsilon_{i_{(j)}j} < \epsilon. \quad (5.2)$$

Applying Equation 3.38 and Equation 3.40 to $\{y_j, y_{i_{(j)}}\}$, we have the optimum solution

$$\text{SNR}_{i_{(j)}} = |h_{i_{(j)}i_{(j)}}|^{-2} \cdot \frac{\frac{2}{\pi} \left( \frac{2}{\pi} - 1 \right) \left( 1 - \epsilon_{i_{(j)}j} \right) \left( \epsilon_{i_{(j)}j} + \epsilon_{i_{(j)}j} \frac{2}{\pi} - 1 \right)}{1 - \left( 1 - \epsilon_{i_{(j)}j} \right) \left( 1 - \epsilon_{i_{(j)}j} \right)} \quad (5.3)$$
$$\text{SNR}_{j} = |h_{jj}|^{-2} \cdot \frac{\frac{2}{\pi} \left( \frac{2}{\pi} - 1 \right) \left( 1 - \epsilon_{i_{(j)}j} \right) \left( \epsilon_{i_{(j)}j} + \epsilon_{i_{(j)}j} \frac{2}{\pi} - 1 \right)}{1 - \left( 1 - \epsilon_{i_{(j)}j} \right) \left( 1 - \epsilon_{i_{(j)}j} \right)}. \quad (5.4)$$

And $\text{SNR}_{i_{(j)}} + \text{SNR}_{j} \geq \text{SNR}_{i_{(j)}} + \text{SNR}_{j}$. Notice that the right hand side of Equation 5.5 and Equation 5.6 are monotonically decreasing function of either $\epsilon_{i_{(j)}j}$ or $\epsilon_{i_{(j)}j}$. Thus, given the condition Equation 5.2, we can relax Equation 5.5 and Equation 5.6 by substituting $\epsilon_{i_{(j)}j}$ and $\epsilon_{i_{(j)}j}$ by $\epsilon$,

$$\text{SNR}_{i_{(j)}} \geq |h_{i_{(j)}i_{(j)}}|^{-2} \frac{\left( 1 - \epsilon \right) \frac{2}{\pi} + \epsilon - 1}{2 - \epsilon} \quad (5.5)$$
$$\text{SNR}_{j} \geq |h_{jj}|^{-2} \frac{\left( 1 - \epsilon \right) \frac{2}{\pi} + \epsilon - 1}{2 - \epsilon}. \quad (5.6)$$

Thus

$$\text{SNR}_{j} = \frac{\frac{2}{\pi} \left( \frac{2}{\pi} - 1 \right) \left( 1 - \epsilon \right) \frac{2}{\pi} + \epsilon - 1}{2 - \epsilon} |h_{jj}|^{-2}, \text{if } j \in D_\epsilon^c. \quad (5.7)$$
Second, for user $k$, $k \in D_\epsilon$, we treat them as being interference-free. In this case, we have

$$\text{SNR}_k \geq \left(2^{\frac{R_s}{K}} - 1\right)|h_{kk}|^{-2}, \text{ if } k \in D_\epsilon. \tag{5.8}$$

Combining Equation 5.6 and Equation 5.8, the minimum sum power required for an equal rate system with sum spectral efficiency $R_s$ is lower bounded by

$$\text{SNR}_s \geq \frac{2^{\frac{R_s}{K}} (1 - \epsilon) 2^{\frac{R_s}{K}} + \epsilon}{2 - \epsilon} \sum_{j \in D_\epsilon} |h_{jj}|^{-2}$$

$$+ \left(2^{\frac{R_s}{K}} - 1\right) \sum_{k \in D_\epsilon} |h_{kk}|^{-2}. \tag{5.9}$$

Using Equation 2.18 on Equation 5.9 we get

$$\frac{E_b}{N_0 \min} = \frac{\sum (|h_{jj}|^{-2})}{K} \log_2 \frac{2}{K} \tag{5.10}$$

$$\Delta S_0 = \frac{(2 - \epsilon)}{(4 - 3\epsilon)(1 - \theta) + (2 - \epsilon)\theta} \tag{5.11}$$

where

$$\theta \triangleq \frac{\sum_{k \in D_\epsilon} |h_{kk}|^{-2}}{\sum_{j=1}^{K} |h_{jj}|^{-2}} = \frac{1}{K} \sum_{k \in D_\epsilon} |h_{kk}|^{-2}.$$

Notice that the outer bound converges to the correct $\left.\frac{E_b}{N_0}\right|_{\min}$, and Equation 5.11 can therefore be used as an outer bound on the slope.

Now, we want to show that $\forall \epsilon > 0$, $\theta$ can be made arbitrarily small. Define random variable $H_{j,\hat{\epsilon}}$ as

$$H_{j,\hat{\epsilon}} = \begin{cases} |h_{jj}|^{-2} & j \in D_\epsilon \\ 0 & j \not\in D_\epsilon. \end{cases}$$

Given the fact that $H_{j,\hat{\epsilon}}$ and $H_{i,\hat{\epsilon}}$, $i \neq j$ are independent, and $\sum_{k \in D_\epsilon} |h_{kk}|^{-2} = \sum_{j=1}^{K} H_{j,\hat{\epsilon}}$, we can apply the law of large number to $\theta$, which gives

$$P\left(\lim_{K \to \infty} \theta = \frac{E(H_{j,\hat{\epsilon}})}{E(|h_{jj}|^{-2})}\right) = 1. \tag{5.12}$$
Combining Lemma 36 and Lemma 37, we have

$$\lim_{\hat{\epsilon} \downarrow 0} E \left( H_{j,\hat{\epsilon}} \right) = 0.$$  \hspace{1cm} (5.13)

This proves Equation 5.1 explicitly as follows. For any $\delta > 0$ we can choose $\epsilon, \theta > 0$ sufficiently small to make Equation 5.11 less than $\frac{1}{2} + \delta$. We can choose $\hat{\epsilon} > 0$ sufficiently small to make $\frac{E \left( H_{j,\hat{\epsilon}} \right)}{E \left( |h_{jj}|^{-2} \right)}$ smaller than $\theta$. Finally we can choose $K$ large enough to make $\frac{\sum_{k \in \mathcal{D}} |h_{kk}|^{-2}}{\sum_{j=1}^{K} |h_{jj}|^{-2}}$ smaller than $\theta$ with high probability and $\Pr \left( B_{\epsilon,\hat{\epsilon}} = \emptyset \right)$ close to 1.

5.2.2 The Equal Power Constraint

The equal power constraint will be discussed in this section. Our main results will show that as $K \rightarrow \infty$, the event

$$\left\{ K \text{ users form } \frac{K}{2} \text{ disjoint } (1 - \epsilon) - \text{ interference pairs} \right\}$$

happens with high probability, which gives $\Delta S_0 < \frac{1}{2} + \hat{\delta} + \delta$ for all $\delta > 0$, as $K \rightarrow \infty$, where $\hat{\delta}$ is a positive real number depending on the distribution function of the channel coefficients.

Assume that the number of users $K$ is an even integer, $K = 2M$. For $\forall \epsilon > 0$, we define event $A_{\epsilon} \triangleq \{ K \text{ users can form } M \text{ disjoint } (1 - \epsilon) - \text{ pairs} \}$, and denote the indices of users belong to the same weak $(1 - \epsilon)$-pairs as $\{ m_1, m_2 \}$.

Let the channel coefficients $h_{ij}, i, j = 1, \ldots, K$ be random variables with a distribution that could depend on $K$. We consider the following properties of this sequence of distributions

**Proposition 39.** $\Pr (A_{\epsilon}) \rightarrow 1$ as $K \rightarrow \infty$.

If the channel gains $h_{ij}$ are i.i.d (independent of $K$) with continuous distribution, Property 39 is satisfied.

**Proof.** Please see the Appendix section A.6.

**Theorem 40.** If property 39 is satisfied and the direct channel gains $h_{jj}$ are i.i.d
with finite 4th order moments, then under the equal power constraint

\[ \forall \delta > 0 : \lim_{K \to \infty} \text{Pr} \left( \Delta S_0 \leq \frac{1}{E[|h_{jj}|^2]} + \delta \right) = 1. \quad (5.14) \]

**Proof.** For the equal power constraint where \( \text{SNR}_j = \frac{\text{SNR}}{K} \), if property 39 is satisfied, then for \( K = 2M \) users, \( M \) disjoint weak \( (1 - \epsilon) \)-pairs \( \{m_1, m_2\}, m = 1, \ldots, M \) can be formed with high probability, and we will assume this is the case.

Applying Kramer’s bound Theorem 12 on each pair, we have

\[
R_{m_1} + R_{m_2} \leq \min \left( \log \left( 1 + |h_{m_1 m_1}|^2 \frac{\text{SNR}}{K} \right) + \log \left( 1 + \frac{|h_{m_2 m_2}|^2 \text{SNR}/K}{1 + |h_{m_1 m_1}|^2 \text{SNR}/K} \right) \right) \quad (5.15)
\]

\[
\log \left( 1 + |h_{m_2 m_2}|^2 \frac{\text{SNR}}{K} \right) + \log \left( 1 + \frac{|h_{m_1 m_1}|^2 \text{SNR}/K}{1 + |h_{m_2 m_2}|^2 \text{SNR}/K} \right) \quad (5.16)
\]

in nats/s. For each weak \( (1 - \epsilon) \)-pair, Equation 5.16 gives

\[
\frac{d(R_{m_1} + R_{m_2})}{dP_s} \bigg|_{P_s = 0} = \frac{|h_{m_1 m_1}|^2 + |h_{m_2 m_2}|^2}{K} - \frac{d^2(R_{m_1} + R_{m_2})}{d\text{SNR}^2_s} \bigg|_{P_s = 0} \geq \frac{|h_{m_1 m_1}|^2 + |h_{m_2 m_2}|^2}{K^2} + 2 \min \left\{ |h_{m_1 m_2}|^2 |h_{m_1 m_1}|^2, |h_{m_2 m_1}|^2 |h_{m_2 m_2}|^2 \right\}
\]

\[
\geq \frac{|h_{m_1 m_1}|^2 + |h_{m_2 m_2}|^2}{K^2} + 2 \min \left\{ (1 - \epsilon_1) |h_{m_2 m_2}|^2 |h_{m_1 m_1}|^2, (1 - \epsilon_2) |h_{m_1 m_1}|^2 |h_{m_2 m_2}|^2 \right\}
\]

\[
\geq \frac{|h_{m_1 m_1}|^2 + |h_{m_2 m_2}|^2 + 2 (1 - \epsilon) |h_{m_1 m_1}|^2 |h_{m_2 m_2}|^2}{K^2}
\]
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since the $M$ pairs are disjoint and using the linearity of derivatives, we have

$$\frac{dR_s}{d\text{SNR}_s} \bigg|_{P_s=0} = \frac{\sum_{m=1}^{M} d(R_{m1} + R_{m2})}{d\text{SNR}_s} \bigg|_{P_s=0}$$

$$= \frac{\sum_{j=1}^{K} |h_{jj}|^2}{K}$$

$$- \frac{d^2 R_s}{d\text{SNR}_s^2} \bigg|_{P_s=0} = \frac{M}{K} \sum_{m=1}^{M} \left( - \frac{d^2 (R_{m1} + R_{m2})}{d\text{SNR}_s^2} \bigg|_{P_s=0} \right)$$

$$\geq \sum_{m=1}^{M} \left( |h_{m1m1}|^4 + |h_{m2m2}|^4 + 2 (1 - \epsilon) |h_{m1m1}|^2 |h_{m2m2}|^2 \right)$$

therefore

$$\frac{E_b}{N_0 \text{ min}} = \frac{K \log_2 \frac{2}{\sum_{j=1}^{K} |h_{jj}|^2}}{\sum_{m=1}^{M} \left( |h_{m1m1}|^4 + |h_{m2m2}|^4 + 2 (1 - \epsilon) |h_{m1m1}|^2 |h_{m2m2}|^2 \right)}$$

Now

$$\frac{1}{K} \sum_{j=1}^{K} |h_{jj}|^2 \xrightarrow{P} \mathbb{E} \left[ |h_{jj}|^2 \right]$$

$$\frac{1}{K} \sum_{j=1}^{K} |h_{jj}|^4 \xrightarrow{P} \mathbb{E} \left[ |h_{jj}|^4 \right]$$

$$\frac{1}{M} \sum_{m=1}^{M} |h_{m1m1}|^2 |h_{m2m2}|^2 \xrightarrow{P} \mathbb{E} \left[ |h_{jj}|^2 \right]^2$$

as $K \to \infty$, where $\xrightarrow{P}$ stands for convergence in probability since all random variables are positive and the moments are assumed to exist. Using standard rules for convergence of transformation, we then obtain Equation 5.14.

We will discuss some implications of these theorems. For the equal rate constraint, Equation 5.1 essentially states that the wideband slope is bounded by $\frac{1}{2}$ of that of no interference for large $K$. Since this is also achievable by Theorem 28, this is indeed the wideband slope, and delay-based interference alignment is optimum. The bound for the equal power constraint is slightly weaker. If the channel coefficients are i.i.d. circularly Gaussian the bound Equation 5.14 for the equal power
constraint also gives \( \frac{1}{2} \); for other distributions we get a slightly weaker bound.

Theorem 38 and 40 have been proven under an i.i.d. assumption on all channel coefficients. This can seem restrictive and not that realistic in a line of sight model. However, the i.i.d. assumption is not essential. In Theorem 38 it is used to prove that every user has at least one other user with which it forms an \((1 - \epsilon)\)-pair with high probability. This might be true under many other model assumptions. It is also used to invoke the law of large numbers, which has a wide range of generalizations. In Theorem 40 the i.i.d. assumption is used to prove that users form disjoint weak \((1 - \epsilon)\)-pairs, and again for invoking the law of large numbers.

What can be concluded is that for small special examples it is possible to find a better wideband slope by optimizing a combination of interference alignment, interference decoding, and treating interference as noise. However, it probably does not pay off to try to find a general algorithm for optimizing wideband slope: comparing the achievable sum slope given by Theorem 28 and the upper bounds provided by Theorem 38 and 40, we could see that as the number of users \( K \) grows large, the gap between the upper bounds and the inner bounds achieved by the interference alignment scheme defined by Definition 22 could become arbitrarily small.

Another interesting observation is that the outer bounds do not depend on delay, only on the channel gains. Thus, the outer bound depends on the macroscopic location of nodes (e.g., if gain is proportional to \( d_j^\alpha \) for some \( \alpha > 0 \)), while the inner bounds depend on the microscopic location (i.e., fractional delay differences).

### 5.3 Small Bandwidth Case: Generalized Z-Channel Outer Bound

In this section, we develop a new outer bound on the wideband slope for a set of the 2-dimensional vector channels defined by Equation 2.11, under the equal power constraint. The outer bound is specific to the low-rate regime.

The outer bound is derived from the sum Shannon capacity of a type of generalized Z-channel, which is constructed by eliminating a subset of the interference links. In subsection 5.3.1, we show that for a subset of channels \( C \), the optimal sum capacity of their corresponding Z-channels can be achieved by i.i.d. 2-dimensional
vector Gaussian inputs. Further, assuming that channel coefficients $h_{ji}$ is drawn from i.i.d. continuous distribution, the set $C$ has non-zero probability.

In subsection 5.3.2, the Z-channel outer bound is used to derive an outer bound on wideband slope. As a corollary, this outer bound reveals that for any $\delta > 0$, there exists $C_\delta \subseteq C$, such that if a channel realization is in $C_\delta$, then its achievable wideband slope must satisfy $\Delta S_0 < \frac{1}{K} + \delta$. $C_\delta$ also has non-zero probability. Further, from previous discussion we know that $\Delta S_0 = \frac{1}{K}$ is achievable by TDMA. Therefore for the channels in $C_\delta$, TDMA is near optimal and the pay-off of finding optimal transmission schemes is low. The main results in this section have been partially published in the author’s works [39, 40], in collaboration with A. Høst-Madsen.

**5.3.1 Generalized Z-Channel And Its Sum Capacity**

We define the generalized Z-channel corresponding to the interference channel Equation 2.11 as

$$
\hat{Y}_j = |h_{jj}| X_j + \sum_{i=j+1}^{K} |h_{ji}| U_{ji} X_i + Z_j.
$$

(5.17)

![Diagram of Generalized Z-channel](5.1)

Figure 5.1: Generalized Z-channel

Eliminating a subset of interference links will not reduce channel capacity and therefore, the sum capacity outer bound for the generalized Z-channel is also a sum capacity outer bound for the interference channel.
To derive the Z-channel sum capacity, we provide receiver \( j, j = 2, \ldots, K \) with side information \( S_j^n = (S_{j1}^n, \ldots, S_{j(j-1)}^n)^T \), where

\[
S_{jp}^n = |h_{pj}| U_{pj} X_p^n + \sum_{i=j+1}^K |h_{pi}| U_{pi} X_i^n + W_{jp}^n
\]

\( p = 1, \ldots, j - 1 \). The entries in the length \( n \) noise vector \( W_{jp}^n \) are i.i.d \( 2 \times 1 \) vector Gaussian noise with the same marginal distribution as \( Z_j \). Further, they satisfy the following properties

- \( W_{j(j-1)}, \ldots, W_{jd1} \) are independent of all input length \( n \) codewords \( X_i^n, i = 1, \ldots, K \);
- \( (Z_j, W_{j(j-1)}, \ldots, W_{jd1}) \) are jointly Gaussian random variables, with zero mean and covariance matrix

\[
K_{S_j} = \begin{pmatrix}
I & A_{j(j-1)} & \cdots & A_{j1} & A_{j1} \\
A_{j(j-1)}^T & I & A_{j(j-2)} & \cdots & A_{j1} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
A_{j1}^T & & I & A_{21} \\
A_{j1}^T & A_{j(j-1)} & \cdots & A_{21} & I
\end{pmatrix}
\]

To guarantee such multivariate Gaussian random variable exists, \( A_{jk} \) should be chosen such that for all \( j = 1, \ldots, K \)

\[
K_{S_j} \succeq 0
\]

We emphasize the following property of \( K_{S_j} \), which will play a key role in the proof of the main result.

**Lemma 41.** The distributions of

\[
S_{j(j-1)p}^n \mid S_{j(j-1)(p-1)}^n, \ldots, S_{j(j-1)1}^n, X_{j(j-1)}^n
\]

and

\[
S_{jp}^n \mid S_{j(p-1)}^n, \ldots, S_{j1}^n
\]

are equal.

**Proof.** Please see the Appendix section A.7. \( \square \)
Lemma 42. The distributions of
\[
\hat{Y}_{j-1} \left| \Sigma_{(j-1)(j-2)}, \cdots, \Sigma_{(j-1)(1)}, X_{(j-1)}^n \right.
\]
and
\[
S_{j(n)} \left| S_{j(n-1)}, \cdots, S_{j1} \right.
\]
are equal.

Proof. Please see the Appendix section A.8. \qed

Define the average covariance matrix of the input at transmitter as
\[
\bar{V}_j \triangleq \frac{1}{n} \sum_{i=1}^{n} E \left[ X_j^{(i)} (X_j^{(i)})^T \right]
\]
for any length \( n \) input sequence \( X_j^n \). It must satisfy the power constraint \( \bar{V}_j \preceq V_j \).

The next lemma states how to choose \( A_{jk} \).

Lemma 43. Let \( A_{jp}, j = 2, \cdots, K \) and \( p = 1, \cdots, j-1 \) be
\[
A_{jp} = \frac{|h_{pj}|^2}{|h_{jj}|^2} U (-\phi_{pj})
+ \frac{|h_{pj}|^2}{|h_{jj}|^2} \sum_{i=j+1}^{K} |h_{ji}|^2 U (\phi_{ji}) V_i U (-\phi_{pj} - \phi_{ji})
- \sum_{i=j+1}^{K} |h_{ji}|^2 |h_{pi}|^2 U (\phi_{ji}) V_i U (-\phi_{pi}) \tag{5.21}
\]

If \( A_{jp} \) defined by Equation 5.21 satisfy \( K_{S_j} \succeq 0 \), then
\[
X_jG \rightarrow \hat{Y}_jG \rightarrow (\hat{S}_{j1G}, \cdots, \hat{S}_{j(j-1)G})^T \tag{5.22}
\]
forms a Markov chain for all \( j = 2, \cdots, K \).

Proof. Please see the Appendix section A.9. \qed

For a channel realization, denote its channel coefficients by \( h \triangleq \{h_{ji}; \ i, j = 1, \cdots, K\} \).
In the following lemma, we state a sufficient condition on \( h \) so that \( K_{S_j} \succeq 0 \) if \( A_{jp} \) is chosen according to Equation 5.21.
Lemma 44. For any $0 < \alpha < 1$ there exist some $\epsilon_{\alpha}, \epsilon'_{\alpha} > 0$ and $\epsilon''_{\alpha}(h) > 0$ so that if

$$\begin{align*}
\mathcal{h} \in \mathcal{H}_{\alpha} & \triangleq \{ h_{ij} : \frac{|h_{ij}|^2}{|h_{jj}|^2} - \alpha < \epsilon_{\alpha}, \\
\phi_{ji} & < \epsilon'_{\alpha} \} \\
P_j & < \epsilon''_{\alpha}(h)
\end{align*}$$

(5.23) (5.24)

then $K_S \geq 0$ for $A_{jp}$ chosen according to Equation 5.21.

Proof. Proof of Lemma 44 is in Appendix section A.10.

Our main result of this section is stated in the following theorem.

Theorem 45. For every interference channel realization $h \in \mathcal{H} = \bigcup_{\alpha \in (0,1)} \mathcal{H}_{\alpha}$ defined by Equation 5.23 there exists an $\epsilon''_{\alpha}(h) > 0$ so that if $P_j < \epsilon''_{\alpha}(h)$ the sum capacity of its corresponding Z-channel is given by

$$\begin{align*}
\sum_{j=1}^{K} R_j & \leq C_{\text{sum}}, \\
C_{\text{sum}} & = \max \left\{ \text{Tr} \left( V_j \right) \right\}, \\
& \leq P_j \\
& \leq \sum_{j=1}^{K} I \left( X_j; \hat{Y}_{jG} \right) \\
& = \max \left\{ \text{Tr} \left( V_j \right) \right\} \leq P_j \\
& \leq \sum_{j=1}^{K} \log \left( \frac{1 + \sum_{i=j+1}^{K} |h_{ji}|^2 V_i}{1 + \sum_{i=j}^{K} |h_{ji}|^2 V_i} \right)^{-1}
\end{align*}$$

(5.25) (5.26) (5.27) (5.28)

Because the sum capacity of the interference channel is outer bounded by the sum capacity of the generalized Z-channel, Equation 5.25 is an outer bound for the sum capacity of the interference channel.

Proof. Proof of Theorem 45 is in Appendix section A.11.

Note that the bound in Theorem 45 is valid for $P_j < \epsilon''_{\alpha}(h)$, and it therefore bounds the actual capacity for suitably low SNR. However, we will mainly use it to bound the wideband slope, a weaker result.
5.3.2 Sum Slope Outer Bound for the Interference Channel

Given the capacity in Theorem 45, we have the following result on the low-rate performance of the interference channel.

**Theorem 46.** For the interference channel Equation 2.10, the sum capacity is outer bounded by Equation 5.25 for low SNR. Under the equal power constraint, the minimum energy per bit of this upper bound satisfy the requirement imposed by Remark 2, which is

\[
\frac{E_b}{N_0} \mid_{\min} = \frac{K \log 2}{\sum_{j=1}^{K} |h_{jj}|^2}
\]

(5.29)

For channel realizations \( \mathbf{h} \in \mathcal{H} = \bigcup_{\alpha \in (0,1)} \mathcal{H}_\alpha \) defined as Equation 5.23, it therefore gives the following valid upper bound on the sum slope:

\[
S_0 \leq \left( \sum_{j=1}^{K} |h_{jj}|^2 \right)^2 \times \max_{\mathbf{\hat{V}}_j} \left( \sum_{j=1}^{K} |h_{jj}|^4 \text{Tr} \left( \mathbf{\hat{V}}_j^2 \right) \right) \leq 1
\]

(5.30)

\[
\mathbf{\hat{V}}_j \succeq 0
\]

(5.31)

\[
+2 \sum_{j=1}^{K-1} \sum_{i=j+1}^{K} |h_{jj}|^2 |h_{ji}|^2 \text{Tr} \left( \mathbf{\hat{V}}_j \mathbf{U}_{ji} \mathbf{\hat{V}}_i^\dagger \right) \left( -1 \right)
\]

(5.32)

**Proof.** Proof of Theorem 46 is in Appendix section A.12. \( \square \)

**Theorem 47.** For the symmetric channel where \( h_{jj} = 1, h_{ji} = \alpha \in (0,1) \), the sum slope is bounded by

\[
S_0 \leq \frac{2K}{\alpha K + (1 - \alpha)}
\]

**Proof.** Proof of Theorem 47 is in Appendix section A.13. \( \square \)

As discussed in the introduction, the wideband slope in the point \( \mathbf{h} = \mathbf{1} \) is \( \frac{2}{K} \) per user, achievable by TDMA. Theorem 47 shows that the point \( \mathbf{h} = \mathbf{1} \) is not exceptional in the low-rate regime: for \( \alpha \) close to 1 (from below) the channel with \( h_{jj} = 1, h_{ji} = \alpha \) has slope close to \( \frac{2}{K} \). However, the set of channels \( h_{jj} = 1, h_{ji} = \alpha \) still has Lebesgue measure zero, i.e., if the channel coefficients are drawn from a continuous distribution, this set has probability zero. The main result of the paper
is the following theorem that shows that the set of channels with slope close to $\frac{2}{K}$ can be extended to a set of non-zero measure.

**Theorem 48.** For all $\sigma > 0$, there exists an open set $\tilde{\mathcal{H}}_{\sigma} \subset \mathbb{C}^{K(K-1)}$ with $1 \in \text{cl}(\tilde{\mathcal{H}}_{\sigma})$, so that for $h \in \tilde{\mathcal{H}}_{\sigma}$

$$S_0 \leq 2 + \sigma,$$  \hspace{1cm} (5.33)

If the magnitude and phase of the channel coefficients are drawn from continuous random distribution, $Pr(\mathcal{H}_{\sigma}) > 0$.

And as $\sigma \to 0$,

$$\lim_{\sigma \to 0} \Delta S_0 = \frac{1}{K}$$

Because $\Delta S_0$ achieved by TDMA is $\frac{1}{K}$, when $\sigma$ is small, TDMA transmission scheme is almost optimal for channels in $\mathcal{H}_{\sigma}$.

**Proof.** Proof of Theorem 48 is in Appendix section A.14. \qed
Chapter 6

Conclusion

This thesis has studied the low-SNR regime power-bandwidth tradeoff of a $K$-user interference channel with complex scalar channel coefficients, and perfect channel state information at every transmitter and receiver. The power-bandwidth tradeoff is represented by the $R\left(\frac{E_b}{N_0}\right)$ curve, where $R$ is the spectral efficiency and $\frac{E_b}{N_0}$ is the transmitted energy per bit. The low-SNR regime is a concept defined by [1]. A systems working in the low-SNR regime is characterized by small but non-zero spectral efficiency. [1] has shown that in the low-SNR regime, the $R\left(\frac{E_b}{N_0}\right)$ curve is well approximated by its first-order approximation, which is determined by two measures: the minimum energy per bit $\frac{E_b}{N_0}|_{\text{min}}$ and the wideband slope $S_0$. $\frac{E_b}{N_0}|_{\text{min}}$ is the optimal achievable transmitted energy per information bit required by reliable communication. $S_0$ is the first-order slope of the $R\left(\frac{E_b}{N_0}\right)$ curve as $\frac{E_b}{N_0}$ approaching $\frac{E_b}{N_0}|_{\text{min}}$.

The 2-user interference channel has been studied by S. Verdú in [1]. Its main results are:

- The optimal $\frac{E_b}{N_0}|_{\text{min}}$ of the interference channel is equal to the $\frac{E_b}{N_0}|_{\text{min}}$ of the corresponding interference-free channel, achievable by treating interference as noise or TDMA. This is also true if $K > 2$.

- For a strong interference channel where $|h_{ji}|^2/|h_{ii}|^2 > 1$ for $j = 1, 2, i \neq j$, its wideband slope region is equivalent to the slope region of the corresponding interference-free channel. The optimal performance can be achieved by joint decoding.

- For a weak interference channel where $|h_{ji}|^2/|h_{ii}|^2 < 1$ for $j = 1, 2, i \neq j$, the best known achievable schemes are treating interference as noise and TDMA.

The main contributions of this thesis are:

Channel Models: The Large Bandwidth Case And The Small Bandwidth Case
[1] has shown that $\frac{E_b}{N_0}\big|_{\min}$ and $S_0$ can be determined by the first and second order derivatives of $R(SNR)$ at $SNR = 0$, where $SNR \triangleq \frac{P}{BN_0}$ is the signal to noise ratio per second per Hz. [1] also notes that the low-SNR regime performance can be achieved by letting $SNR$ tends to zero in general, although it has only considered the case where zero $SNR$ is approached by letting $B$ go to infinity.

This thesis has defined two types of low-SNR regime systems in chapter 2. One is the large bandwidth case, where zero $SNR$ is approached as $B \to \infty$ while $P$ is a finite constant number. The other case is the small bandwidth case, where zero $SNR$ is approached as $P \to 0$ while $B$ is a finite constant number. The key difference between these two cases is the behavior of propagation delay. In the large bandwidth case, even very small propagation delay can become arbitrarily large as $SNR \to 0$, after normalized by the symbol duration $B^{-1}$; in the small bandwidth case, the propagation is a finite constant as $SNR \to 0$.

While chapter 3 shows that the performance bounds of a 2-user channel will not be affected by the propagation delay, our results in chapter 4 and chapter 5 imply that if the number of users $K$ is greater than 2, then the interference channel has distinct performances under these two different cases. Therefore, discussing these two $SNR \to 0$ approaches separately is necessary.

**The 2-user Channel**

In this thesis, the performance of a 2-user interference channel is discussed in chapter 3. First, in section 3.2 and subsection 3.3.1, our discussion shows that the main results of in [1] still hold in the presence of the propagation delay, therefore is applicable to both the large bandwidth case and the small bandwidth case.

Second, for the interference channel with weak or mixed interference link gains, a wideband slope outer bound is developed in subsection 3.3.2, Corollary 14. This bound is derived from the Kramer’s capacity outer bound for the discrete-time channel [15]. While Kramer’s bound considers delay-free channel model, we have proved that this bound holds if the propagation delay is non-zero in Theorem 12.

Third, in section 3.4, Corollary 20, we derive the noisy interference condition for the low-SNR regime under the equal power constraint. When the channel realization satisfies this condition, treating interference as noise achieves optimal wideband slope. Corollary 20 is based on the noisy interference condition developed by [17], [23] and [24] for the discrete-time channel capacity. While they consider delay-free channel model, we have proved that this condition holds if the
propagation delay is non-zero in Theorem 19.

Finally, comparing the achievable wideband slope and its outer bound, we make the observation that for this 2-user interference channel, although the optimal achievable wideband slope region is unknown general, there exists a set of channel realizations with non-zero probability, for whom treating interference as noise or TDMA can achieve fairly good performance, in Remark 21.

**K-user Channel: The Large Bandwidth Case**

In the large bandwidth case, the low-SNR regime is approached by letting the bandwidth $B$ go to infinity while the power $P$ be fixed and finite. In this case, even very small propagation delay can become arbitrarily large comparing with symbol duration $B^{-1}$. Contrary to the 2-user case whose performance is independent of delay, $K$-user channel can use delay to its advantage: when $K$ is greater than 2, extra freedom for system design comes into existence, and the propagation delay will benefit the performance. A type of interference alignment scheme over time domain has been proposed in chapter 4, section 4.3. This transmission scheme achieves $\Delta S_0 = \frac{1}{2}$ with probability one under the assumption that the delay between transmitter $j$ and receiver $i$ is drawn from a continuous random distribution. Comparing with TDMA which achieves $\Delta S_0 = \frac{1}{K}$, the achievable scheme we proposed improves the performance by a factor of $K/2$.

The wideband slope outer bounds of $K$-user interference channel have been discussed in chapter 5, section 5.2. The results have shown that if channel coefficients are drawn from continuously distributed random variable, and the number of users $K$ is large, then:

1. Theorem 38 shows that under equal rate constraint, as $K \to \infty$, with probability one, the achievable sum slope of a channel realization must satisfy $\Delta S_0 < \frac{1}{2} + \epsilon$ for all $\epsilon > 0$.

2. Theorem 40 shows that under equal power constraint, as $K \to \infty$, the achievable sum slope of a channel realization must satisfy $\Delta S_0 < \frac{1}{2} + \epsilon + \delta$ all $\epsilon > 0$, where $\delta$ is a positive real number depending on the distribution function of the channel coefficients.

Comparing with the achievable wideband slope region discussed in the previous chapter, we can see that for the large bandwidth case, the interference alignment transmission scheme proposed in chapter 4 section 4.3, which achieves $\Delta S_0 = \frac{1}{2}$, is asymptotically optimal under the equal rate constraint, and may achieve fairly good performance under the equal power constraint.
$K$-user Channel: The Small Bandwidth Case

In the small bandwidth case, the low-SNR regime is approached by letting the input power $P$ go to zero while let the bandwidth be fixed and finite. We have further assumed that $B$ is so small as to render propagation delays negligible comparing with the symbol duration. The achievable wideband slope has been discussed in chapter 4, section 4.4. A phase interference alignment achievable scheme has been proposed. In this scheme, transmitter $j$ only transmits in the direction $e^{i\theta_j}$, instead of using the complete 2-dimensional complex plane. Simulation results show that when the interference link gains are moderate, this interference alignment scheme performs better than existing transmission schemes such as treating interference as noise and TDMA with non-zero probability, under the assumption that the phase of the channel coefficient $h_{ji}$ is drawn from a continuous random distribution over $[-\pi, \pi]$.

The wideband slope outer bound has been discussed in chapter 5, section 5.3. This outer bound is developed from a type of generalized Z-channel. Its performance implies that for a set of small bandwidth $K$-user interference channel realizations, the achievable sum slope of a channel realization must satisfy $\Delta S_0 < \frac{1}{K} + \delta$ for all $\delta > 0$, and the probability that a channel realization falls into this set is strictly greater than zero. Therefore, for this set of channels, TDMA is almost optimal.

**Future directions**

For the large bandwidth case, the interference alignment scheme requires full knowledge of the propagation delay at all transmitters and receivers. One of the future topics is to consider a channel with imperfect channel state information at transmitters and/or receivers.

For the small bandwidth case, our outer bound only works for a subset of channel realizations, whose statistic property is unclear. While if channels are not in this subset, the sum slope has outer bound $\Delta S_0 < \frac{1}{2} + \epsilon$, for all $\epsilon > 0$, the gap between this outer bound and the achievable sum slope is still wide. Therefore, we hope tighter outer bound and better achievable schemes can be found for this case.

In a more general sense, variations of the interference channel also provide interesting research topics. Some of them are interference channel with user cooperation, additional relay nodes, or equipped with multiple antennas at the transmitters and receivers. For many of these cases, the minimum energy per bit is still unknown. Large open field is yet to be covered to obtain a better understanding on their low-SNR regime performance.
Appendix A

Proofs of Lemmas, Theorems, and Corollaries

A.1 Proof of Theorem 19

Following lemmas will be used in this proof.

Let \( X^n = \{X_1, X_2, \ldots, X_n\} \) be a sequence of random variables satisfying power constraint \( \frac{1}{n} \sum_{i=1}^{n} \text{cov}(X_i) \leq \text{SNR} \). Let \( X^n_G = \{X_{1G}, X_{2G}, \ldots, X_{nG}\} \) be a sequence of i.i.d. Gaussian random variable, \( X_G \sim \mathcal{N}(0, \text{SNR}) \). Let \( Z^n_1 \) and \( Z^n_2 \) be two sequence of i.i.d. random variables with distributions \( Z_1 \sim \mathcal{N}(0, \sigma_1^2) \) and \( Z_2 \sim \mathcal{N}(0, \sigma_2^2) \). Then we have the following inequality

\[
h(X^n + Z^n_1) - h(X^n + Z^n_1 + Z^n_2) \leq h(X^n_G + Z_1) - h(X^n_G + Z_1 + Z_2)
\]

Let \( X^n = \{X_1, X_2 \ldots, X_n\} \) and \( Y^n = \{Y_1, Y_2 \ldots, Y_n\} \) be two sequence of random variables. Let \( \hat{X}_G, \tilde{X}_G \) and \( \hat{Y}_G, \tilde{Y}_G \) be random variables satisfying

\[
\text{cov}\left( \begin{pmatrix} \hat{X}_G \\ \hat{Y}_G \end{pmatrix} \right) \leq \frac{1}{n} \sum_{i=1}^{n} \text{cov}\left( \begin{pmatrix} X_i \\ Y_i \end{pmatrix} \right) \leq \text{cov}\left( \begin{pmatrix} \tilde{X}_G \\ \tilde{Y}_G \end{pmatrix} \right). \quad (A.1)
\]

Then

\[
h(X^n) \leq nh(\hat{X}_G) \leq nh(X^n_G)
\]

\[
h(Y^n | X^n) \leq nh(\hat{Y}_G | \hat{X}_G) \leq nh(Y^n_G | X^n_G)
\]

This is a special case of [25, Lemma 2].

For the delay-free case where \( \tilde{X}_i [n - n_{ji}] = X_i [n] \), this theorem is identical to the previous results in [17, 24, 25], and a later work [25]. Here we use similar technique as the proof of Theorem 6 in [25] to show that this results still hold for channel with non-zero delay.
Assume that the channel coefficients and input power constraints satisfy Equation 3.47. Provide side information $S_1^n$ and $S_2^n$ to receiver 1 and 2 respectively

$$
S_1^n = h_{21} X_1^n + W_1^n
$$
$$
S_2^n = h_{12} X_2^n + W_2^n
$$

where $W_j$ are zero mean i.i.d Gaussian noise. And the joint distribution of $W_j$ and $Z_j$ is

$$
\left( \begin{array}{c}
Z_j \\
W_j
\end{array} \right) \sim \mathcal{N} \left( \begin{array}{c}
0 \\
\left( \begin{array}{c}
\rho_j \\
\sigma_j^2
\end{array} \right)
\end{array} \right)
$$

$\rho_j$ and $\sigma_j^2$ satisfy Equation 3.42 to Equation 3.45. From Fano’s inequality, we have

$$
n( R_1 + R_2 ) 
\leq I ( X_1^n ; Y_1^n ) + I ( X_2^n ; Y_2^n ) + o(n)
\leq I ( X_1^n ; Y_1^n , S_1^n ) + I ( X_2^n ; Y_2^n , S_2^n ) + o(n)
\overset{(a)}{=} h ( S_1^n ) - h ( S_1^n | X_1^n ) + h ( Y_1^n | S_1^n ) - h ( Y_1^n | S_1^n , X_1^n )
\quad + h ( S_2^n ) - h ( S_2^n | X_2^n ) + h ( Y_2^n | S_2^n ) - h ( Y_2^n | S_2^n , X_2^n )
\overset{(b)}{=} h ( h_{21} X_1^n + W_1^n ) - h ( W_1^n ) - h ( h_{12} \tilde{X}_2^n + Z_1^n | W_1^n )
\quad + h \left( h_{11} X_1^n + h_{12} \tilde{X}_2^n + Z_1^n \middle| h_{21} X_1^n + W_1^n \right)
\quad + h ( h_{12} X_2^n + W_2^n ) - h ( W_2^n ) - h \left( h_{21} \tilde{X}_1^n + Z_2^n | W_2^n \right)
\quad + h \left( h_{21} \tilde{X}_1^n + h_{22} X_2^n + Z_2^n \middle| h_{12} X_2^n + W_2^n \right) + o(n)
\overset{(c)}{=} - n h ( W_1 ) + h ( h_{12} X_2^n + W_2^n ) - h ( h_{12} X_2^n + Z_2^n | W_1^n )
\quad + h \left( h_{11} X_1^n + h_{12} \tilde{X}_2^n + Z_1^n \middle| h_{21} X_1^n + W_1^n \right)
\quad - n h ( W_2 ) + h ( h_{21} X_1^n + W_1 ) - h \left( h_{21} X_1^n + Z_2^n | W_2^n \right)
\quad + h \left( h_{21} \tilde{X}_1^n + h_{22} X_2^n + Z_2^n \middle| h_{12} X_2^n + W_2^n \right) + o(n)
$$

(A.2) (A.3) (A.4)
\[
\leq (d) \quad -nh(W_1) + nh(h_{12}X_{2G} + W_2) - nh(h_{12}X_{2G} + Z_1|W_1) \\
+ h\left(h_{11}X_1^n + h_{12}\tilde{X}_2^n | h_{21}X_1^n + W_1^n\right) \\
- nh(W_2) + nh(h_{21}X_{1G} + W_1) - nh(h_{21}X_{1G} + Z_2|W_2) \\
+ h\left(h_{21}\tilde{X}_{1G} + h_{22}X_2^n + Z_2^n | h_{12}X_2^n + W_2^n\right) + o(n)
\]

\[
\leq (f) \quad -nh(W_1) + nh(h_{12}X_{2G} + W_2) - nh(h_{12}X_{2G} + Z_1|W_1) \\
+ nh\left(h_{11}X_{1G} + h_{12}\tilde{X}_2 + Z_1 | h_{21}X_{1G} + W_1\right) \\
- nh(W_2) + nh(h_{21}X_{1G} + W_1) - nh(h_{21}X_{1G} + Z_2|W_2) \\
+ nh\left(h_{21}\tilde{X}_{1G} + h_{22}X_2 + Z_2 | h_{12}X_2 + W_2\right) + o(n)
\]

\[
\leq (g) \quad -nh(W_1) + nh(h_{12}X_{2G} + W_2) - nh(h_{12}X_{2G} + Z_1|W_1) \\
+ nh\left(h_{11}X_{1G} + h_{12}X_{2G} + Z_1 | h_{21}X_{1G} + W_1\right) \\
- nh(W_2) + nh(h_{21}X_{1G} + W_1) - nh(h_{21}X_{1G} + Z_2|W_2) \\
+ nh\left(h_{21}X_{1G} + h_{22}X_{2G} + Z_2 | h_{12}X_2 + W_2\right) + o(n)
\]

where \(\lim_{n \to \infty} o(n)/n = 0\), \(X_j\) with 'G' subscription means that input at transmitter \(j\) is i.i.d. Gaussian, with distribution \(X_{jG} \sim \mathcal{N}(0, \text{SNR}_j)\). (c) holds because both \(X_j\) and \(\tilde{X}_j\) can be obtained from sampling the same continuous-time base band signal \(X_j(t)\) at the Nyquist rate, while \(Z_j\) and \(W_j\) are sampled from white Gaussian noise, so that

\[
h\left(h_{21}\tilde{X}_1^n + Z_2^n | W_2^n\right) = h\left(h_{21}X_1^n + Z_2^n | W_2^n\right) + o(n)
\]

\[
h\left(h_{12}\tilde{X}_2^n + Z_1^n | W_1^n\right) = h\left(h_{12}X_2^n + Z_1^n | W_1^n\right) + o(n)
\]

because Given Equation 3.42 and Equation 3.43, \(\text{cov}(W_2^n) \leq \text{cov}(Z_2^n | W_2^n)\) and \(\text{cov}(W_2^n) \leq \text{cov}(Z_1^n | W_1^n)\). Combining Lemma section A.1 and [23, Lemma 3], we have

\[
h(h_{12}X_2^n + W_2^n) - h(h_{12}X_2^n + Z_1^n | W_1^n) \\
\leq nh(h_{12}X_{2G} + W_2) - nh(h_{12}X_{2G} + Z_1 | W_1)
\]

(A.8)

and

\[
h(h_{21}X_1^n + W_1^n) - h(h_{21}X_1^n + Z_2^n | W_2^n) \\
\leq nh(h_{21}X_{1G} + W_1) - nh(h_{21}X_{1G} + Z_2 | W_2).
\]

(A.9)

Therefore (d) is true.
(f) is from Lemma section A.1, where $\tilde{X}_{jG}$ are i.i.d. Gaussian random variable satisfying $\text{cov}(\tilde{X}_{jG}) = \frac{1}{n} \text{Tr} \left( \tilde{X}_j^n \left( \tilde{X}_j^n \right)^\dagger \right)$. Denote $\text{SNR}_{j}^\prime \triangleq \frac{1}{n} \text{Tr} \left( \tilde{X}_j^n \left( \tilde{X}_j^n \right)^\dagger \right)$ as the power of $\tilde{X}_j^n$. We could see that $\text{SNR}_{j}^\prime \leq \text{SNR}_{j}$, because time-shifting of a signal sampled at the Nyquist rate does not change signal power. Therefore we have (g). This shows that the sum capacity of a channel with delay is outer bounded by that of a channel without delay.

We could see that the inequality (g) is independent of the propagation delay. It is identical to the first inequality in [25, (89)]. Therefore, from this point on, the proof will be the same as the delay-free case. We will not proceed here.

A.2 Proof of Lemma 27

We have

$$
E [\tilde{x}_i^* [n_1, \delta_{ji}] \tilde{x}_i [n_2, \delta_{ji}]] = \mathbb{E} \left[ \left( \sum_{m=-\infty}^{\infty} x_i [2m] \text{sinc} (n_1 - 2m + \delta_{ji}) \right)^* \cdot \left( \sum_{m=-\infty}^{\infty} x_i [2m] \text{sinc} (n_2 - 2m + \delta_{ji}) \right) \right]
$$

$$
= \sum_{m=-\infty}^{\infty} \mathbb{E} \left[ |x_i [2m]|^2 \text{sinc} (n_1 - 2m + \delta_{ji}) \text{sinc} (n_2 - 2m + \delta_{ji}) \right]
$$

$$
= \sum_{m=0}^{\infty} \mathbb{E} \left[ |x_i [2m]|^2 \text{sinc} (n_1 - 2m + \delta_{ji}) \text{sinc} (n_2 - 2m + \delta_{ji}) \right] + \sum_{m=1}^{\infty} \mathbb{E} \left[ |x_i [-2m]|^2 \text{sinc} (n_1 + 2m + \delta_{ji}) \text{sinc} (n_2 + 2m + \delta_{ji}) \right]
$$

$$
= 2P_i \left( \sum_{m=0}^{\infty} \text{sinc} (n_1 - 2m + \delta_{ji}) \text{sinc} (n_2 - 2m + \delta_{ji}) + \sum_{m=1}^{\infty} \text{sinc} (n_1 + 2m + \delta_{ji}) \text{sinc} (n_2 + 2m + \delta_{ji}) \right). \quad (A.10)
$$

Define $f_m (\delta_{ji})$ and $g_m (\delta_{ji})$ as

$$
f_m (\delta_{ji}) \triangleq \text{sinc} (n_1 - 2m + \delta_{ji}) \text{sinc} (n_2 - 2m + \delta_{ji})
$$

$$
g_m (\delta_{ji}) \triangleq \text{sinc} (n_1 + 2m + \delta_{ji}) \text{sinc} (n_2 + 2m + \delta_{ji})
$$
and their partial sums \( s_{f,M}(\delta_{ji}) = \sum_{m=0}^{M} f_m(\delta_{ji}) \), \( s_f(\delta_{ji}) \triangleq \lim_{M \to \infty} s_{f,M}(\delta_{ji}) ; \)

\( s_{g,M}(\delta_{ji}) = \sum_{m=0}^{M} g_m(\delta_{ji}) \), \( s_g(\delta_{ji}) \triangleq \lim_{M \to \infty} s_{g,M}(\delta_{ji}) \). Here

\[
|f_m(\delta_{ji})| = \left| \frac{\sin(\pi(n_1 - 2m + \delta_{ji})) \sin(\pi(n_2 - 2m + \delta_{ji}))}{(n_1 - 2m + \delta_{ji})(n_2 - 2m + \delta_{ji})} \right| \leq \frac{1}{(n_1 - 2m + \delta_{ji})(n_2 - 2m + \delta_{ji})}
\]

and

\[
|g_m(\delta_{ji})| \leq \frac{1}{(n_1 + 2m + \delta_{ji})(n_2 + 2m + \delta_{ji})}.
\]

Let \( M_{f,k} \triangleq \frac{1}{(n_1 - 2m + \delta_{ji})(n_2 - 2m + \delta_{ji})} \), \( M_{g,k} \triangleq \frac{1}{(n_1 + 2m + \delta_{ji})(n_2 + 2m + \delta_{ji})} \). Because \( \sum_{m=1}^{\infty} \frac{1}{k^2} \) is convergent, \( \sum_{k=0}^{\infty} M_{f,k} \) and \( \sum_{k=1}^{\infty} M_{g,k} \) converge too. Due to Weierstrass’s test for uniform convergence[42], \( s_{f,M}(\delta_{ji}) \) and \( s_{g,M}(\delta_{ji}) \) converge uniformly. And using Theorem 7.11 in [42], we have

\[
\lim_{M \to \infty} \lim_{\delta_{ji} \downarrow 0} s_{f,M}(\delta_{ji}) = \lim_{M \to \infty} \lim_{\delta_{ji} \downarrow 0} s_{f,M}(\delta_{ji}) ,
\]

\[
\lim_{M \to \infty} \lim_{\delta_{ji} \downarrow 0} s_{g,M}(\delta_{ji}) = \lim_{M \to \infty} \lim_{\delta_{ji} \downarrow 0} s_{g,M}(\delta_{ji}) .
\]

Thus, Equation A.10 becomes

\[
\lim_{\delta_{ji} \downarrow 0} E [\tilde{x}_1^*[n_1, \delta_{ji}] \tilde{x}_1[n_2, \delta_{ji}]] = 2P_i \left( \lim_{M \to \infty} \lim_{\delta_{ji} \downarrow 0} s_{f,M}(\delta_{ji}) \right) + \lim_{M \to \infty} \lim_{\delta_{ji} \downarrow 0} s_{g,M}(\delta_{ji})
\]

\[
= \begin{cases} 
2P_i & \text{if } n_1 = n_2 = 2k, \\
0 & \text{o.w.}
\end{cases}
\]

Given Theorem 7.12 in [42] and the continuity of sinc function, we can conclude that \( E [\tilde{x}_1^*[n_1, \delta_{ji}] \tilde{x}_1[n_2, \delta_{ji}]] \) is a continuous function of \( \delta_{ji} \).
Let $C_{i,\epsilon}$ be the event that user $i$ does not form an $(1 - \epsilon)$-pair with any other user. Then

$$\Pr(B_{\epsilon,\hat{\epsilon}} \neq \emptyset) = \Pr \left( \bigcup_{i=1}^{K} C_{i,\epsilon} \right)$$

$$\leq \sum_{i=1}^{K} \Pr(C_{i,\epsilon})$$

$$= K \Pr(C_{1,\epsilon})$$

and

$$\Pr(C_{1,\epsilon}) = \Pr \left( \forall j > 1 : \left| \frac{h_{1j}}{|h_{11}|} \right|^2 \right) \notin (1 - \epsilon, 1) \quad \text{and} \quad |h_{11}|^2 \notin R_{\hat{\epsilon}} \right)$$

$$= \Pr \left( \forall j > 1 : \left| \frac{h_{1j}}{|h_{1j}|} \right|^2 \notin (1 - \epsilon, 1) \right)$$

$$+ \Pr \left( \forall j > 1 : \left| \frac{h_{1j}}{|h_{1j}|} \right|^2 \notin (1 - \epsilon, 1) \right)$$

$$- \Pr \left( \forall j > 1 : \left| \frac{h_{1j}}{|h_{1j}|} \right|^2 \notin (1 - \epsilon, 1) \right.$$

$$\left. \text{and} \left| \frac{h_{1j}}{|h_{1j}|} \right|^2 \notin (1 - \epsilon, 1) \text{and} |h_{11}|^2 \notin R_{\hat{\epsilon}} \right)$$

$$= \left( 1 - p_{j}^{K-1} \right) \Pr \left( \forall j > 1 : \left| \frac{h_{1j}}{|h_{1j}|} \right|^2 \notin (1 - \epsilon, 1) \right.$$

$$\left. \text{and} |h_{11}|^2 \notin R_{\hat{\epsilon}} \right) + p_{j}^{K-1}$$

where $p_{j} = \Pr \left( \left| \frac{h_{1j}}{|h_{1j}|} \right|^2 \notin (1 - \epsilon, 1) \right) \in (0, 1)$. Notice that the events $\left| \frac{h_{1j}}{|h_{1j}|} \right|^2 \notin (1 - \epsilon, 1)$ are independent for different $j$, and $p_{j}^{K-1} \to 0$. Thus,

$$\Pr(C_{1,\epsilon}) \to \Pr \left( \forall j > 1 : \left| \frac{h_{1j}}{|h_{1j}|} \right|^2 \notin (1 - \epsilon, 1) \right.$$

$$\left. \text{and} |h_{11}|^2 \notin R_{\hat{\epsilon}} \right).$$
As the $|h_{jj}|^2$ are independent,

$$
\Pr \left( \forall j > 1 : \frac{|h_{jj}|^2}{|h_{11}|^2} \notin (1 - \epsilon, 1) \text{ and } |h_{11}|^2 \notin R_\hat{\epsilon} \right)
= \int_{x \notin R_\hat{\epsilon}} \prod_{j=2}^{K} \left( 1 - \int_{(1-\epsilon)x}^{x} dF_{|h_{jj}|^2}(u) \right) dF_{|h_{11}|^2}(x)
= \int_{x \notin R_\hat{\epsilon}} \left( 1 - F_{|h_{11}|^2}(x) + F_{|h_{11}|^2}((1 - \epsilon)x) \right) ^{K-1} dF_{|h_{11}|^2}(x)
\leq (1 - \epsilon)^{K-1} \int_{x \notin R_\hat{\epsilon}} dF_{|C_{\hat{\epsilon}}|^2}(x)
= (1 - \mu_F(R_\hat{\epsilon})) (1 - \epsilon)^{K-1}.
$$

Thus, $P_\sigma \leq K (1 - \mu_F(R_\hat{\epsilon})) (1 - \epsilon)^{K-1}$, and $\lim_{K \to \infty} \Pr(B_\epsilon, \hat{\epsilon} \neq \emptyset) = 0$.

### A.4 Proof of Lemma 36

Given the definition $\forall x \in R_\hat{\epsilon} : F_{|h_{11}|^2}(x) - F_{|h_{11}|^2}((1 - \epsilon)x) \leq \hat{\epsilon}$, and given the fact $F_{|h_{11}|^2}(x) - F_{|h_{11}|^2}((1 - \epsilon)x) < \epsilon_{n+1} < \epsilon_n$, it clearly follows that $R_{\epsilon_{n+1}} \subseteq R_{\epsilon_n}$. Let $I_{\epsilon_n}(x)$ be the indicator function of $R_{\epsilon_n}$. Using Lebesgue dominated convergence we have

$$
\lim_{n \to \infty} \int_{0}^{\infty} I_{\epsilon_n}(x) dF_{|h_{11}|^2}(x)
= \int_{0}^{\infty} \lim_{n \to \infty} I_{\epsilon_n}(x) dF_{|h_{11}|^2}(x)
= \int_{0}^{\infty} I_0(x) dF_{|h_{11}|^2}(x)
$$

where $I_0(x)$ is the indicator function of the set $R_0 = \{x \in \mathbb{R} : F_{|h_{11}|^2}(x) - F_{|h_{11}|^2}((1 - \epsilon)x) = 0\}$. Since we have assumed that $E \left[ |h_{11}|^{-2} \right] < \infty$, also $\Pr(|h_{11}|^2 = 0) = 0$ and clearly $\mu_F(R_0) = 0$, and $\mu(R_{\epsilon_n}) \to \mu(R_0)$.

### A.5 Proof of Lemma 37

To be explicit, let $X$ be a random variable on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ [43].

Given the definition of $X_i$, we can conclude that
\[
\lim_{i \to \infty} X_i = 0 \quad \text{w.p. 1.}
\]

Namely, if there is a set \( B \in \mathcal{F} \) with \( \mathbb{P}(B) > 0 \) where \( \lim_{i \to \infty} X_i \neq 0 \) then \( \mathbb{P}(B) \leq \mu_X \left( \bigcap_{i=1}^{\infty} G_i \right) \) which contradicts \( \lim_{i \to \infty} \mu_X(G_i) = 0 \).

Now \( X_i \leq X \), and therefore by Lebesgue dominated convergence

\[
\lim_{i \to \infty} E[X_i] = E[\lim_{i \to \infty} X_i] = 0.
\]

### A.6 Proof of Property 39

Model the interference channel as a graph \( G_K \), with \( K = 2M \) vertices \( u_1, u_2, \ldots, u_{2n} \). Vertices \( u_i \) and \( u_j \) are connected by edge \( E_{ij} \) if they form a weak \((1 - \epsilon)\)-pair, i.e.,

\[
(1 - \epsilon) \leq \frac{|h_{ij}|^2}{|h_{ii}|^2} \leq 1 \quad \text{or} \quad (1 - \epsilon) \leq \frac{|h_{ji}|^2}{|h_{jj}|^2} \leq 1.
\]

Divide vertices into two disjoint classes

\[
V_1 = \{ u_1, u_2, \ldots, u_M \} \quad \text{and} \quad V_2 = \{ u_{M+1}, u_{M+2}, \ldots, u_{2M} \}.
\]

Now define event

\[\hat{A}_\epsilon = \{ \text{there exists a perfect matching in the bipartite graph } G_{M,M} \}.\]

As \( \hat{A}_\epsilon \subseteq A_\epsilon, P(A_\epsilon) \geq P(\hat{A}_\epsilon) \). Thus, if we can show that \( P(\hat{A}_\epsilon) = 1 - o(1) \) as \( K \to \infty \) then Property 39 holds.

For any bipartite graph, a perfect matching exists if Hall’s condition is satisfied.

Given a bipartite graph \( G_{M,M} \) with disjoint vertices class \( V_1 \) and \( V_2 \), \( V_1 \cup V_2 = V \), \( |V_1| = M \), whose set of edges is \( E(G_{M,M}) \), a perfect matching exists if and only if for every \( S \subseteq V_i, i = 1 \text{or} 2 \), \( |N(S)| \geq |S| \), where

\[
N(S) = \{ y : xy \in E(G_{M,M}) \text{ for some } x \in S \}.
\]

Any bipartite graph that does not have a perfect matching has following properties

Suppose \( G_{M,M} \) has no isolated vertices and it does not have a perfect matching. Then Hall’s condition must be violated by some set \( A \subseteq V_i, \ i = 1 \text{or} 2 \). And such set with minimal cardinality satisfies the following necessary conditions

(i) \(|N(A)| = |A| - 1|; \)

(ii) \(2 \leq |A| \leq \left\lceil \frac{M}{2} \right\rceil\)
(iii) the subgraph of $G$ spanned by $A \cup N(A)$ is connected, and it has at least $2a - 2$ edges;

(iv) every vertex in $N(A)$ is adjacent to at least two vertices in $A$;

(v) any subsets of $N(A)$ can find a perfect matching in $|A|$;

(i), (ii), (iii), and (iv) are proved by Lemma 7.12 in [44], and p.82 of [45]. And (iv) is true because if there exists a subset $B$ of $N(A)$ that can not find a perfect match, we could just let $B$ be $\hat{A}$, and its neighbors in $A$ be $N(\hat{A})$. Then $\hat{A}$ violates Hall’s condition, while $|\hat{A}| < a$. This contradicts the assumption that $A$ is the minimal set violating Hall’s condition.

Define the event $F_a$: there is a set $A \subset V_i$, $i = 1$ or $2$, $|A| = a$ satisfying (i), (ii) and (iii) in Lemma section A.6. [44] shows that for a graph with no isolated vertex, $P(A) = 1 - o(1)$ is equivalent to $P\left(\bigcup_{a=2}^{\lceil M/2 \rceil} F_a\right) = o(1)$. Define $F_1$ as the event that there exists at least one isolated vertex in $G_{M,M}$. In our case, we want to show that

$$P\left(\bigcup_{a=2}^{\lceil M/2 \rceil} F_a\right) + P(F_1) = o(1).$$

Using the union bound, we have

$$P(F_1) \leq \sum_{i=1}^{2M} P(u_i \text{ isolated}) \leq 2M \cdot P(u_1 \text{ isolated}) \leq 2M \cdot (1 - p_{ij})^M \leq o(1)$$

where $p_{ij} \triangleq P\left((1 - \epsilon) \leq \frac{|h_{i,ij}|^2}{|h_{ij}|^2} \leq 1\right)$, $j = M + 1, \cdots, 2M$. We also define $p_0 \triangleq P\left((1 - \epsilon) \leq \frac{|h_{i,ij}|^2}{|h_{ij}|^2} \leq 1, \text{ or } (1 - \epsilon) \leq \frac{|h_{ij}|^2}{|h_{i,i}||^2} \leq 1\right)$ for later use. (a) holds because the event $\frac{|h_{ij}|^2}{|h_{i,j}|^2} \notin (1 - \epsilon, 1)$ is independent of $j$. And it is a necessary condition for $V_1$ to be isolated.

Now, let us look into $F_a$ for $2 \leq a \leq \lceil M/2 \rceil$. Let $A_1 \subset V_1$, $A_2 \subset V_2$, and $|A_1| = |A_2| + 1 = a$. Denote $P(A_a)$ as the probability that the subgraph of $G_{M,M}$ spanned
by $A_1 \cup A_2$ satisfies (i), (ii), and (iii) in Lemma section A.6. We have

$$P \left( \bigcup_{a=2}^{\left\lceil \frac{M}{a} \right\rceil} F_a \right) \leq \sum_{a=2}^{\left\lceil \frac{M}{a} \right\rceil} P(F_a)$$

$$(d) \leq 2 \sum_{a=2}^{\left\lceil \frac{M}{a} \right\rceil} \binom{M}{a} \binom{M}{a-1} P(A_a) \quad (A.11)$$

$(d)$ is from the union bound; $(e)$ is from the union bound, and from that fact that there are $2 \binom{M}{a}$ choices for $A$ with $|A| = a$, and $\binom{M}{a-1}$ more choices for $N(A)$. In [44, 45], the case where edge probabilities are i.i.d, whose value is $p$, is considered. In [44], $P(A_a)$ is bounded using condition (i), (ii) and (iii), which gives $P(A_a) \leq \binom{a}{a-1} p^{2a-2} p^{a(n-a+1)}$. The term $p^{a(n-a+1)}$ is the probability that the vertices in $A_1$ do not connect to vertices in $V_2 - A_2$. And in [45], condition (iv) instead of (iii) are used, which gives $P(A_a) \leq \binom{a}{2} p^{2a-2} p^{a(n-a+1)}$. However, in our case, any two edges having adjacent vertices are dependent. So we use condition (v). Since for $N(A)$, a perfect match exists, then the subgraph spanned by $A \cup N(A)$ has $a-1$ edges that are not adjacent with each other. Thus, $P(A_a)$ can be bounded by

$$P(A_a) \leq Pr \text{ (condition (i), (ii) and (iv) are satisfied, vertices in } A_1 \text{ do not connect to vertices in } V_2 \text{ - } A_2 \text{)} \quad (A.12)$$

$$P(A_a) \leq \binom{a}{2} p^{2a-2} p^{a(n-a+1)} \quad (A.13)$$

$$P(A_a) \leq \left( \frac{p_0^{a-1}}{k} \left( \begin{array}{c} a \\ k \end{array} \right) \right) p_{A_1 A_2} \quad (A.14)$$

where

$$p_{A_1 A_2} = P \left( \frac{|h_{ij}|^2}{|h_{jj}|^2} \notin [(1 - \epsilon), 1], \text{ for all } u_i \in A_1 \text{ and } u_j \in (V_2 - A_2) \right)$$

$$\leq \prod_{u_j \in (V_2 - A_2)} P \left( \frac{|h_{ij}|^2}{|h_{jj}|^2} \notin [(1 - \epsilon), 1], \text{ for all } u_i \in A_1 \right)$$

$$= \left( P \left( \frac{|h_{ij}|^2}{|h_{jj}|^2} \notin [(1 - \epsilon), 1], i = 1, \cdots, a \right) \right)^{M-a+1} \quad (A.15)$$

notice that the event $\frac{|h_{ij}|^2}{|h_{jj}|^2} \notin [(1 - \epsilon), 1]$, for all $u_i \in A_1$ and $u_j \in (V_2 - A_2)$ is an necessary Substitute $|h_{ij}|^2$ by $x_j$, and $|h_{11}|^2$ by $x_1$, denote their CDF by $F_x(x)$,
and their joint CDF $F_X(x)$. Notice that $|h_{ij}|^2$ are i.i.d. distributed. Then

$$P \left( \frac{|h_{ij}|^2}{|h_{ij}|} \notin [(1 - \epsilon), 1], i = 1, \ldots, a = M + a \right)$$

$$= \int_{A_X} dF_X(x)$$

$$= \int_0^\infty f_{xM+a}(x_{M+a}) \prod_{i=1}^a \left( \int_{\frac{x_i}{x_{M+a}} \notin [(1-\epsilon), 1]} f_{x_i}(x_i) \, dx_i \right) \, dx_{M+a}$$

$$= \int_0^\infty f_{x_1}(x_1) \left( \int_{\frac{x_1}{x_{M+a}} \notin [(1-\epsilon), 1]} f_{x_{M+1}}(x_{M+1}) \, dx_{M+1} \right) \, dx_{M+a}$$

(f) is from Cauchy-Schwartz inequality. Denote

$$q_1 = \left( \int_0^\infty f_{x_1}^2(x_1) \, dx_1 \right)^{1/2} \left( \int_0^\infty g_{x_1}^2(x_1) \, dx_1 \right)^{-1/2}$$

$$q_1 < 1, \text{ and } \lim_{M \to \infty} q_1 = \left( \int_0^\infty g_{x_1}^2(x_1) \, dx_1 \right)^{-1/2}. \text{ Notice that this limit value do not depend on the value of } M. \text{ Now combining Equation A.15 and Equation A.16, we have}$$

$$P(A_\alpha) \leq \left( \rho_0^{a-1} \prod_{k=2}^a \left( \begin{array}{c} k \\ 1 \end{array} \right) \right) q_1^{a(M-a+1)} \quad (A.17)$$
Given Equation A.11 and Equation A.17,

\[
P \left( \bigcup_{a=2}^{\frac{M}{2}} F_a \right) \leq 2 \sum_{a=2}^{\frac{M}{2}} \binom{M}{a} \binom{M}{a-1} \left( p_0^{a-1} \prod_{k=2}^{a} \binom{k}{1} \right) q_1^{a(M-a+1)}
\]

\[
\leq 2 \sum_{a=2}^{\frac{M}{2}} \left( \frac{eM}{a} \right)^a \left( \frac{eM}{a-1} \right)^{a-1} a^{a-1} p_0^{a-1} q_1^{a(M-a+1)}
\]

\[
\leq 2q_1 \sum_{a=2}^{\frac{M}{2}} \left( \frac{e^2M^2}{(a-1)!} q_1^{M} \right)^{a-1}
\]

\[
\leq 2q_1 \frac{M}{2} \left( \frac{e^2p_0M^2q_1^M}{2} \right)^{a-1}
\]

\[
= o(1)
\]

This means we can find a perfect matching with high probability, i.e., \(1 - o(1)\).

**A.7 Proof of Lemma 41**

Given Equation 5.18, we have

\[
S_{(j-1)p}^n = |h_{(j-1)j}| \sum_{i=j}^K |h_{pi}| U_{pi} X_{(j-1)i} + W_{(j-1)p}^n
\]

\[
S_{(j-1)(p-1)}^n = |h_{(j-1)j}| \sum_{i=j}^K |h_{(p-1)i}| U_{(p-1)i} X_{i} + W_{(j-1)(p-1)}^n
\]

\[
\vdots
\]

\[
S_{(j-1)1}^n = |h_{(j-1)j}| \sum_{i=j}^K |h_{1i}| U_{1i} X_{i} + W_{(j-1)1}^n
\]
When $X_{(j-1)}^n$ is given, it can be subtracted from $S_{(j-1)p}^n, S_{(j-1)(p-1)}^n, \cdots, S_{(j-1)1}^n$ to give

$$
\hat{S}_{(j-1)p}^n = S_{(j-1)p}^n - |h_{(j-1)j}| U_{p(j-1)} X_{(j-1)}^n \\
= \sum_{i=j}^{K} |h_{pi}| U_{pi} X_{i}^n + W_{(j-1)p}^n
$$

(A.18)

$$
\hat{S}_{(j-1)(p-1)}^n = S_{(j-1)(p-1)}^n - |h_{(j-1)j}| U_{(p-1)(j-1)} X_{(j-1)}^n \\
= \sum_{i=j}^{K} |h_{(p-1)i}| U_{(p-1)j} X_{i}^n + W_{(j-1)(p-1)}^n
$$

(A.19)

\[ \vdots \]

$$
\hat{S}_{(j-1)1}^n = S_{(j-1)1}^n - |h_{(j-1)j}| U_{1(j-1)} X_{(j-1)}^n \\
= \sum_{i=j}^{K} |h_{1i}| U_{1j} X_{i}^n + W_{(j-1)1}^n
$$

(A.20)

while

$$
S_{jp}^n = \sum_{i=j}^{K} |h_{pi}| U_{pi} X_{i}^n + W_{jp}^n
$$

(A.21)

$$
S_{j(p-1)}^n = \sum_{i=j}^{K} |h_{(p-1)i}| U_{(p-1)j} X_{i}^n + W_{j(p-1)}^n
$$

(A.22)

\[ \vdots \]

$$
S_{j1}^n = \sum_{i=j}^{K} |h_{1i}| U_{1j} X_{i}^n + W_{j1}^n.
$$

(A.23)

We know that $(Z_j, W_{(j-1)}, \cdots, W_{j1})$ are jointly Gaussian random variables, with zero mean and covariance matrix $K_{S_j}$ equal to:

$$
\begin{pmatrix}
I & A_{j(j-1)} & \cdots & A_{j2} & A_{j1} \\
A_{j(j-1)}^T & I & A_{(j-1)(j-2)} & \cdots & A_{(j-1)1} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
A_{j1}^T & \cdots & I & A_{21} \\
A_{j1}^T & A_{(j-1)1}^T & \cdots & A_{21}^T & I
\end{pmatrix}
$$

which is defined in Equation 5.21. It is clear that the covariance matrices of the jointly Gaussian random variables $(W_{(j-1)p}, W_{(j-1)(p-1)}, \cdots, W_{(j-1)1})$ and
\( (W_{jp}, W_{j(p-1)}, \ldots, W_{j1}) \) are the same:

\[
\text{cov} \left( W_{(j-1)p}, W_{(j-1)(p-1)}, \ldots, W_{(j-1)1} \right) = \text{cov} \left( W_{jp}, W_{j(p-1)}, \ldots, W_{j1} \right)
\]

\[
= \begin{pmatrix}
I & A_{p(p-1)} & \cdots & A_{p2} & A_{p1} \\
A_{p(p-1)}^T & I & A_{(p-1)(p-2)} & \cdots & A_{(p-1)1} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
A_{p2}^T & \cdots & I & A_{21} \\
A_{p1}^T & \cdots & A_{21}^T & I
\end{pmatrix}
\]

(A.24)

Comparing Equation A.18~Equation A.20 and Equation A.21~Equation A.23, we can see that distribution of \( S^n_{(j-1)p} | S^n_{(j-1)(p-1)}, \ldots, S^n_{(j-1)1}, X^n_{(j-1)} \) and
\( S^n_{jp} | S^n_{j(p-1)}, \ldots, S^n_{j1} \) are equal as long as \( W^n_{(j-1)p} | W^n_{(j-1)(p-1)}, \ldots, W^n_{(j-1)1} \) and
\( W^n_{jp} | W^n_{j(p-1)}, \ldots, W^n_{j1} \) have the same distribution. Recall that \( W_{ji} \) is i.i.d. Gaussian random variables which is independent from the input signals \( X^n \). Therefore given Equation A.24, Lemma 41 is proved.

### A.8 Proof of Lemma 42

Given Equation 5.17 and Equation 5.18, we have

\[
\hat{Y}_{(j-1)} = \left| h_{(j-1)(j-1)} \right| U_{(j-1)(j-1)} X^n_{(j-1)} + \sum_{i=j}^{K} \left| h_{(j-1)i} \right| U_{(j-1)i} X^n_i + X^n_{(j-1)}.
\]

\[
\hat{S}^n_{(j-1)(j-2)} = \left| h_{(j-1)j} \right| U_{(j-2)(j-1)} X^n_{(j-1)} + \sum_{i=j}^{K} \left| h_{(j-2)i} \right| U_{(j-2)i} X^n_i + W^n_{(j-1)(j-2)}
\]

\[
\vdots
\]

\[
\hat{S}^n_{(j-1)1} = \left| h_{(j-1)j} \right| U_{1(j-1)} X^n_{(j-1)} + \sum_{i=j}^{K} \left| h_{i1} \right| U_{1i} X^n_i + W^n_{(j-1)1}
\]
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When $X^{n}_{(j-1)}$ is given, it can be subtracted from $S^{n}_{(j-1)(j-2)}, \cdots, S^{n}_{(j-1)1}$ to give

$$
\hat{S}^{n}_{(j-1)(j-2)} = S^{n}_{(j-1)(j-2)} - |h_{(j-1)j}| U_{(j-2)(j-1)} X^{n}_{(j-1)}
$$

$$
\hat{S}^{n}_{(j-1)1} = S^{n}_{(j-1)1} - |h_{(j-1)1}| U_{1(j-1)} X^{n}_{(j-1)}
$$

while

$$
S^{n}_{j(j-1)} = \sum_{i=j}^{K} |h_{1j}| U_{1i} X^{n}_{i} + W^{n}_{j(j-1)} \quad \text{(A.27)}
$$

$$
S^{n}_{j1} = \sum_{i=j}^{K} |h_{11}| U_{1i} X^{n}_{i} + W^{n}_{j1} \quad \text{(A.28)}
$$

We know that $(Z_{j}, W_{j(j-1)}, \cdots, W_{j1})$ are jointly Gaussian random variables, with zero mean and covariance matrix $K_{S_{j}}$ equal to:

$$
\begin{pmatrix}
I & A_{j(j-1)} & \cdots & A_{j2} & A_{j1} \\
A_{j(j-1)}^{T} & I & A_{j(j-1)(j-2)} & \cdots & A_{j(j-1)1} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
A_{j1}^{T} & \cdots & I & A_{21} \\
A_{j1}^{T} & A_{j1(j-1)1} & \cdots & A_{j1}^{T} & I
\end{pmatrix}
$$

which is defined in Equation 5.21. It is clear that the covariance matrices of jointly Gaussian random variables

$$
\left(Z_{(j-1)}, W_{(j-1)(j-2)}, \cdots, W_{(j-1)1}\right)
$$

and

$$
\left(W_{j(j-1)}, W_{j(j-2)}, \cdots, W_{j1}\right)
$$
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are the same:

$$\text{cov} \left( Z_{(j-1)}, W_{(j-1)(j-2)}, \cdots, W_{(j-1)1} \right) = \text{cov} \left( W_{(j-1)}, W_{(j-2)}, \cdots, W_j \right) = \begin{pmatrix} I & A_{(j-1)(j-2)} & \cdots & A_{(j-1)2} & A_{(j-1)1} \\
A_{(j-1)1}^T & I & A_{(p-1)(p-2)} & \cdots & A_{(j-2)1} \\
\vdots & & \ddots & \ddots & \vdots \\
A_{(j-1)2}^T & A_{(j-1)1}^T & \cdots & I & A_{21} \\
A_{(j-1)1}^T & A_{(j-1)2}^T & \cdots & A_{21}^T & I \end{pmatrix}$$ (A.29)

Comparing Equation A.25–Equation A.26 and Equation A.27–Equation A.28, we can see that random variables

\[ \hat{Y}_{jG}^n \bigg| S_{j(j-1)(j-2)}, \cdots, S_{j(j-1)1}, X_{(j-1)}^n \]

and

\[ S_{j(j-1)}^n \bigg| S_{j(j-2)}^n, \cdots, S_{j1}^n \]

have the same marginal distribution as long as

\[ Z_{(j-1)}^n \bigg| W_{(j-1)(j-2)}, \cdots, W_{(j-1)1} \]

and

\[ W_{j(j-1)}^n \bigg| W_{j(j-2)}, \cdots, W_{j1}^n \]

have the same marginal distribution. Remember that \( W_{ji} \) is i.i.d. Gaussian random variables which is independent from the input signals \( X^n \). Therefore given Equation A.29, Lemma 42 is proved.

**A.9 Proof of Lemma 43**

Lemma 43 is proved using the following lemma from [46].

Let \( X, Y \) and \( Z \) be jointly Gaussian vectors. If \( \text{cov} (Y) \) is invertible, then \( X \to Y \to Z \) forms a Markov chain if and only if

$$\text{cov} (X, Z) = \text{cov} (X, Y) \text{cov} (Y)^{-1} \text{cov} (Y, Z)$$

Given Lemma section A.9 and the fact that \( \text{cov} \left( \hat{Y}_{jG} \right) \) is invertible, \( X_{jG} \to \hat{Y}_{jG} \to \hat{Y}_{jG} \to \)
$S_j$ forms a Markov chain if and only if

$$
\text{cov} \left( X_{jG}, S_j \right) = \text{cov} \left( X_{jG}, \hat{Y}_{jG} \right) \text{cov} \left( \hat{Y}_{jG} \right)^{-1} \text{cov} \left( \hat{Y}_{jG}, S_j \right)
$$

(A.30)

Given Equation 5.17, Equation 5.18 and the independence of $W_{jp}$ and $X_i$, the left hand side of Equation A.30 is

$$
LHS = \left( \begin{array}{c}
|h_{1j}|^2 V_j U (-\phi_{1j}) \\
|h_{2j}|^2 V_j U (-\phi_{2j}) \\
\vdots \\
|h_{(j-1)j}|^2 V_j U (-\phi_{(j-1)j})
\end{array} \right)^T
$$

and the right hand side is

$$
RHS = |h_{jj}|^2 V_j U (-\phi_{jj}) \left( \sum_{i=j}^{K} |h_{ji}|^2 U (\phi_{ji}) V_i U (-\phi_{ji}) + \mathbf{1} \right)^{-1} \left( \begin{array}{c}
\sum_{i=j}^{K} |h_{ji}|^2 |h_{1i}|^2 U (\phi_{ji}) V_i U (-\phi_{1i}) + A_{j1} \\
\sum_{i=j}^{K} |h_{ji}|^2 |h_{2i}|^2 U (\phi_{ji}) V_i U (-\phi_{2i}) + A_{j2} \\
\vdots \\
\sum_{i=j+1}^{K} |h_{ji}|^2 |h_{(j-1)i}|^2 U (\phi_{ji}) V_i U (-\phi_{(j-1)i}) + A_{j(j-1)}
\end{array} \right)^T
$$

In order for $LHS = RHS$, we must have

$$
|h_{pj}|^2 V_j U (-\phi_{pj}) = |h_{jj}|^2 V_j U (-\phi_{jj}) \left( \sum_{i=j}^{K} |h_{ji}|^2 U (\phi_{ji}) V_i U (-\phi_{ji}) + \mathbf{1} \right)^{-1} \left( \sum_{i=j}^{K} |h_{ji}|^2 |h_{pi}|^2 U (\phi_{ji}) V_i U (-\phi_{pi}) + A_{jp} \right)
$$
Solving the equation above, we have

\[
A_{jp} = \frac{|h_{pj}|^2}{|h_{jj}|^2} U (\phi_{jj} - \phi_{pj}) + \frac{|h_{pj}|^2}{|h_{jj}|^2} \sum_{i=j+1}^{K} |h_{ji}|^2 U (\phi_{ji}) V_i U (\phi_{jj} - \phi_{pj} - \phi_{ji}) - \sum_{i=j+1}^{K} |h_{ji}|^2 |h_{pi}|^2 U (\phi_{ji}) V_i U (-\phi_{pi})
\]

A.10 Proof of Lemma 44

First, consider the simple case where \(\frac{|h_{pj}|^2}{|h_{jj}|^2} = \alpha\), \(\phi_{ji} = 0\) and \(P_j = 0\), that is, \(K_{x_j} = 0\). For this case, given Equation 5.21 we have \(A_{ji} = B = \begin{pmatrix} \alpha & 0 \\ 0 & \alpha \end{pmatrix}\) for all \(i, j\). It is easy to check that the eigenvalues of \(K_{S_j}\) are

\[
\lambda_1 = 1 - \alpha \text{ and } \lambda_2 = 1 + (j - 1) \alpha, \text{ with multiplicity } 2(j - 1) \text{ and } 2 \text{ respectively.}
\]

Therefore, \(K_{S_j}\) is positive definite if \(0 < \alpha < 1\).

Now let us consider the case where \(\phi_{ji}\) and \(P_j\) are small but non-zero, and \(\frac{|h_{pj}|^2}{|h_{jj}|^2}\) are not necessarily equal to \(\alpha\). Denote the \((p, q)th\) element of \(B\) by \(b_{pq}\). It is well known that the eigenvalues of symmetric matrix are locally (Lipschitz) continuous[47] with respect to its elements. Therefore, corresponding to every \(\alpha \in (0, 1)\), for any \(\hat{\epsilon} > 0\), there exist some strictly positive real numbers \(\epsilon_\alpha, \epsilon'_\alpha\) and \(\epsilon''_\alpha(h)\) such that if \(\frac{|h_{pq}|^2}{|h_{jj}|^2} - \alpha \leq \epsilon_\alpha\), \(|\phi_{pq}| \leq \epsilon'_\alpha\), and \(P_j < \epsilon''_\alpha(h)\) then every eigenvalues \(\lambda_s\) of \(K_{S_j}\) satisfies \(|\lambda_s - \lambda_1| < \hat{\epsilon}\) or \(|\lambda_s - \lambda_2| < \hat{\epsilon}\). The bound on \(P_j\) may depend \(h\) to ensure that the two last terms in Equation 5.21 are of bounded variation. For any \(0 < \alpha < 1\) we can always find some \(\hat{\epsilon} > 0\) that guarantees \(\lambda_s > 0\), and \(K_{S_j}\) is positive definite as a result.

A.11 Proof of Theorem 45

First we state a useful result from [46].

([46, Lemma 2]) Let \(X^n = (X_1, \ldots, X_n)\) and \(Y^n = (Y_1, \ldots, Y_n)\) be two sequences of random vectors, and let \(X^n_G, X^n, Y^n_G, Y^n\) be Gaussian vectors...
with covariance matrices satisfying

\[
\text{cov} \left( \begin{pmatrix} X'_i \\ Y'_i \end{pmatrix} \right) = \frac{1}{n} \sum_{i=1}^{n} \text{cov} \left( \begin{pmatrix} X_i \\ Y_i \end{pmatrix} \right) \preceq \text{cov} \left( \begin{pmatrix} X_G \\ Y_G \end{pmatrix} \right)
\]

then we have

\[
\begin{align*}
  h(X^n) & \leq nh(X'_G) \leq nh(X_G) \\
  h(Y^n|X^n) & \leq nh(Y'_G|X'_G) \leq nh(Y_G|X_G)
\end{align*}
\]

By Fano’s inequality, the sum capacity of the generalized Z-channel Equation 5.17
must satisfy
\[
\begin{align*}
    n \sum_{j=1}^{K} R_j - n \epsilon \\
    \leq (a) & \quad I \left( X^n_j; \hat{Y}_n^n \right) + \sum_{j=2}^{K} I \left( X^n_j; \hat{Y}_j^n, S_j \right) \\
    \leq (b) & \quad h \left( \hat{Y}_1^n \right) - h \left( \hat{Y}_1^n | X_1^n \right) \\
    & \quad + \sum_{j=2}^{K} I \left( X_j^n; S_j \right) + \sum_{j=2}^{K} I \left( X_j^n; \hat{Y}_j^n | S_j \right) \\
    \leq (c) & \quad h \left( \hat{Y}_1^n \right) - h \left( \hat{Y}_1^n | X_1^n \right) \\
    & \quad + \sum_{j=2}^{K} \left( h \left( S_j^n | S_j^{(p-1)}, \cdots, S_j^n \right) - h \left( S_j^n \right) \right) \\
    & \quad + \sum_{j=2}^{K} \left( h \left( \hat{Y}_j^n | S_j^{(j-1)}, \cdots, S_j^n \right) - h \left( \hat{Y}_j^n | S_j^{(j-1)}, \cdots, S_j^n, X_j^n \right) \right) \\
    \leq (d) & \quad nh \left( \hat{Y}_{1G} \right) - h \left( \hat{Y}_1^n | X_1^n \right) \\
    & \quad + h \left( S_{21}^n \right) - h \left( S_{21}^n | X_2^n \right) \\
    & \quad + \sum_{j=3}^{K} \sum_{p=1}^{j-1} h \left( S_j^n | S_j^{(p-1)}, \cdots, S_j^n \right) \\
    & \quad + \sum_{j=3}^{K} \sum_{p=1}^{j-2} h \left( S_j^n | S_j^{(p-1)}, \cdots, S_j^n \right) \\
    & \quad - \sum_{j=3}^{K} \sum_{p=1}^{j-1} h \left( S_j^n | S_j^{(p-1)}, \cdots, S_j^n, X_j^n \right) \\
    & \quad - \sum_{j=K}^{K-1} \sum_{p=1}^{j-1} h \left( S_j^n | S_j^{(p-1)}, \cdots, S_j^n, X_j^n \right) \\
    & \quad + \sum_{j=2}^{K} h \left( \hat{Y}_j^n | S_j^{(j-1)}, \cdots, S_j^n \right) \\
    & \quad - \sum_{j=2}^{K} h \left( \hat{Y}_j^n | S_j^{(j-1)}, \cdots, S_j^n, X_j^n \right)
\end{align*}
\]
\[(f) \quad n h \left( \hat{Y}_{1G} \right) - h \left( \hat{Y}_{1} \mid \hat{X}_{1} \right)
\]
\[= n h \left( S_{21}^{n} \right) + \sum_{j=3}^{K} h \left( S_{j-2}^{n} \mid S_{j-1}^{n}, \cdots, S_{j}^{n} \right)\]
\[+ \sum_{j=3}^{K} \sum_{p=1}^{j-2} h \left( S_{j}^{n} \mid S_{j-p}^{n}, \cdots, S_{j}^{n} \right)\]
\[- h \left( S_{j-1}^{n-p} \mid S_{j-1}^{n-(p-1)}, \cdots, S_{j-1}^{n}, X_{j-1}^{n} \right)\]
\[- \sum_{p=1}^{K-1} h \left( S_{K-p}^{n} \mid S_{K-p}^{n}, \cdots, S_{K}^{n}, X_{K}^{n} \right)\]
\[+ \sum_{j=2}^{K} h \left( \hat{Y}_{j}^{n} \mid S_{j-1}^{n}, S_{j-2}^{n}, \cdots, S_{j}^{n}, X_{j}^{n} \right)\]
\[- \sum_{j=2}^{K} h \left( \hat{Y}_{j}^{n} \mid S_{j-1}^{n}, S_{j-2}^{n}, \cdots, S_{j}^{n}, X_{j}^{n} \right)\]

\[(g) \quad n h \left( \hat{Y}_{1G} \right) - h \left( \hat{Y}_{1} \mid \hat{X}_{1} \right)
\]
\[= n h \left( S_{21}^{n} \right) + \sum_{j=3}^{K} h \left( S_{j-2}^{n} \mid S_{j-1}^{n}, \cdots, S_{j}^{n} \right)\]
\[- \sum_{j=3}^{K} \sum_{p=1}^{j-2} h \left( S_{j-p}^{n} \mid S_{j-p}^{n}, \cdots, S_{j}^{n}, X_{j}^{n} \right)\]
\[+ \sum_{j=2}^{K} h \left( \hat{Y}_{j}^{n} \mid S_{j-1}^{n}, S_{j-2}^{n}, \cdots, S_{j}^{n}, X_{j}^{n} \right)\]
\[- \sum_{j=2}^{K} h \left( \hat{Y}_{j}^{n} \mid S_{j-1}^{n}, S_{j-2}^{n}, \cdots, S_{j}^{n}, X_{j}^{n} \right)\]

\[(h) \quad n h \left( \hat{Y}_{1G} \right) + \sum_{j=3}^{K} h \left( S_{j-1}^{n} \mid S_{j-2}^{n}, \cdots, S_{j}^{n} \right)
\[- n h \left( W_{K-1}, \cdots, W_{K} \right)\]
\[+ \sum_{j=2}^{K} h \left( \hat{Y}_{j}^{n} \mid S_{j-1}^{n}, S_{j-2}^{n}, \cdots, S_{j}^{n}, X_{j}^{n} \right)\]
\[- \sum_{j=2}^{K} h \left( \hat{Y}_{j}^{n} \mid S_{j-1}^{n}, S_{j-2}^{n}, \cdots, S_{j}^{n}, X_{j}^{n} \right)\]
\[\begin{align*}
&= (i) \, n h \left( \hat{Y}_{1G} \right) - n h \left( W_{K(K-1)}, \ldots, W_{K1} \right) \\
&\quad + \sum_{j=2}^{K} h \left( \hat{Y}_j^n \mid S^n_{j(j-1)}, S^n_{j(j-2)}, \ldots, S^n_{j1} \right) \\
&\quad - n h \left( N_K \mid W_{K(K-1)}, \ldots, W_{K1} \right) \\
&= (j) \, n h \left( \hat{Y}_{1G} \right) - n h \left( N_K, W_{K(K-1)}, \ldots, W_{K1} \right) \\
&\quad + \sum_{j=2}^{K} h \left( \hat{Y}_j^n \mid S^n_{j(j-1)}, S^n_{j(j-2)}, \ldots, S^n_{j1} \right) \\
&\leq (k) \, n h \left( \hat{Y}_{1G} \right) - n h \left( N_K, W_{K(K-1)}, \ldots, W_{K1} \right) \\
&\quad + n \sum_{j=2}^{K} h \left( \hat{Y}_{jG} \mid S_{j(j-1)G}, S_{j(j-2)G}, \ldots, S_{j1G} \right) \\
&\leq (l) \, n h \left( \hat{Y}_{1G} \right) - n h \left( N_K, W_{K(K-1)}, \ldots, W_{K1} \right) \\
&\quad + n \sum_{j=2}^{K} h \left( \hat{Y}_{jG} \right) \\
&\quad - n \sum_{j=2}^{K} h \left( S_{j(j-1)G}, S_{j(j-2)G}, \ldots, S_{j1G} \right) \\
&\quad + n \sum_{j=2}^{K} h \left( S_{j(j-1)G}, S_{j(j-2)G}, \ldots, S_{j1G} \mid \hat{Y}_{jG} \right)
\end{align*}\]
\[=\]
\[
\hat{Y}_{1G} \mid n \left[ \hat{Y}_{jG} \mid n \right] - n \left[ \hat{Y}_{jG} \mid n \right] = n \sum_{j=2}^{K} \hat{Y}_{jG}
\]
\[
- n \sum_{j=2}^{K} \hat{S}_{j(j-1)G}, \hat{S}_{j(j-2)G}, \ldots, \hat{S}_{j1G}
\]
\[
+ n \sum_{j=2}^{K} \hat{S}_{j(j-1)G}, \hat{S}_{j(j-2)G}, \ldots, \hat{S}_{j1G} \mid \hat{Y}_{jG}
\]
\[
+ nh \left[ \hat{S}_{K(K-1)G}, \hat{S}_{K(K-2)G}, \ldots, \hat{S}_{K1G} \mid \hat{Y}_{KG} \right]
\]
\[=\]
\[
nh \left[ \hat{Y}_{1G} \mid n \right] - nh \left[ \hat{Y}_{jG} \mid n \right] = n \sum_{j=2}^{K} \hat{Y}_{jG}
\]
\[
- n \sum_{j=2}^{K} \hat{S}_{j(j-1)G}, \hat{S}_{j(j-2)G}, \ldots, \hat{S}_{j1G}
\]
\[
+ n \sum_{j=2}^{K} \hat{S}_{j(j-1)G}, \hat{S}_{j(j-2)G}, \ldots, \hat{S}_{j1G} \mid \hat{Y}_{jG}
\]
\[
+ nh \left[ \hat{S}_{K(K-1)G}, \hat{S}_{K(K-2)G}, \ldots, \hat{S}_{K1G} \mid \hat{Y}_{KG} \right]
\]
\[ = \text{nh}(\hat{Y}_1 G) - \text{nh}(\mathcal{N}_K; W_{K(K-1)}, \cdots, W_{K1}) \]
\[ + n \sum_{j=2}^{K} \text{h}(\hat{Y}_{jG}) - \text{h}(S_{21G}) \]
\[ - n \sum_{j=3}^{K} \text{h}(S_{j(j-1)G}) \]
\[ + nh\left( W_{K(K-1)}; W_{K(K-2)}, \cdots, W_{K1}, \mathcal{N}_K \right) \]
\[ = \text{nh}(\hat{Y}_1 G) - \text{nh}(\mathcal{N}_K) \]
\[ + n \sum_{j=2}^{K} \text{h}(\hat{Y}_{jG}) - \text{h}(S_{21G}) \]
\[ - n \sum_{j=3}^{K} \text{h}(S_{j(j-1)G}) \]
\[ = n \sum_{j=1}^{K-1} \left( \text{h}(\hat{Y}_{jG}) - \text{h}(S_{(j+1)G}) \right) \]
\[ + nh\left( \hat{Y}_K G \right) - \text{nh}(\mathcal{N}_K) \]
\[ = n \sum_{j=1}^{K} I\left( X_{jG}; \hat{Y}_{jG} \right) \]

(a) is from Fano’s inequality.

(b) is from the expansion of mutual information: \( I\left( X_1^n; \hat{Y}_i^n \right) = h\left( \hat{Y}_i^n \right) - h\left( \hat{Y}_i^n | X_1^n \right) \), and the chain rule which gives \( I\left( X_1^n; \hat{Y}_j^n, S_j \right) = I\left( X_1^n; S_j \right) + I\left( X_1^n; \hat{Y}_j^n | S_j \right) \).

(c) is from the chain rule, which gives \( I\left( X_1^n; S_j \right) = \sum_{p=1}^{j-1} I\left( X_1^n; S_{jp} | S_{(j-1)p}, \cdots, S_{jp}, X_1^n \right) \).

(d) is from the expansion of mutual information.

(e) is from the inequality \( h\left( \hat{Y}_n^1 \right) \leq n \text{h}(\hat{Y}_1 G) \). It holds because Gaussian random variable maximize entropy under given power constraint, and line 2 to line 6 in (e) is equivalent to line 2 and line 3 in (d).

(f) is from the following equation:
\[
- h\left( S_{21}^n X_2^n \right) - \sum_{j=3}^{K-1} \sum_{p=1}^{j-1} h\left( S_{jp}^n | S_{(j-1)p}^n, \cdots, S_{j1}^n, X_1^n \right) \\
= - \sum_{j=3}^{K} \sum_{p=1}^{j-1} h\left( S_{(j-1)p}^n | S_{(j-1)(p-1)}^n, \cdots, S_{(j-1)1}^n, X_{(j-1)}^n \right). \quad (A.31)
\]

(g) is from Lemma 41. Because random variables
\[
S_{(j-1)p}^n | S_{(j-1)(p-1)}^n, \cdots, S_{(j-1)1}^n, X_{(j-1)}^n
\]
and

\[ S^n_{jp} \mid S^n_{j(p-1)}, \ldots, S^n_{j1} \]

have the same marginal distribution,

\[
h \left( S^n_{(j-1)p} \mid S^n_{(j-1)(p-1)}, \ldots, S^n_{(j-1)1}, X^n_{j-1} \right)
\]

and

\[
h \left( S^n_{jp} \mid S^n_{j(p-1)}, \ldots, S^n_{j1} \right)
\]

are equal, which gives

\[
\sum_{j=3}^{K} \sum_{p=1}^{j-2} \left( h \left( S^n_{jp} \mid S^n_{j(p-1)}, \ldots, S^n_{j1} \right) - h \left( S^n_{(j-1)p} \mid S^n_{(j-1)(p-1)}, \ldots, S^n_{(j-1)1}, X^n_{(j-1)} \right) \right) = 0.
\]

(h) Given \( \mathbb{S}_{Kp} = |C_{pK}| U_{pK} X_{K} + W_{Kp} \), the summation in the third line after (g) gives

\[
\sum_{p=1}^{K-1} h \left( S^n_{Kp} \mid S^n_{K(p-1)}, \ldots, S^n_{K1}, X^n_{K} \right) = \sum_{p=1}^{K-1} h \left( W^n_{Kp} \mid W^n_{K(p-1)}, \ldots, W^n_{K1} \right) \tag{A.32}
\]

\[
= h \left( W^n_{K(K-1)}, \ldots, W^n_{K1} \right) \tag{A.33}
\]

\[
= nh \left( W^n_{K(K-1)}, \ldots, W^n_{K1} \right) \tag{A.34}
\]

It is also easy to see that \( \mathbb{S}^n_{21} \) and \( \hat{Y}^n_1 \mid X^n_1 \) have same marginal distribution, therefore

\[
h \left( \mathbb{S}^n_{21} \right) - h \left( \hat{Y}^n_1 \mid X^n_1 \right) = 0 \tag{A.35}
\]
(i) Now combine the second and the last terms after (h):

\[
\sum_{j=3}^{K} h \left( S_{j(j-1)}^n \left| S_{j(j-2)}^n, \cdots, S_{j1}^n \right. \right) - \sum_{j=2}^{K} h \left( \hat{Y}_{j}^n \left| S_{j(j-1)}^n, S_{j(j-2)}^n, \cdots, S_{j1}^n, X_{j}^n \right. \right) = \sum_{j=3}^{K} h \left( S_{j(j-1)}^n \left| S_{j(j-2)}^n, \cdots, S_{j1}^n \right. \right)
\]

\[- \sum_{j=3}^{K} h \left( \hat{Y}_{j}^n \left| S_{j(K-1)}^n, \cdots, S_{K1}^n, X_{K}^n \right. \right) \]

\[-h \left( \hat{Y}_{j}^n \left| S_{j(K-1)}^n, \cdots, S_{K1}^n, X_{K}^n \right. \right) \]

\[= \sum_{j=3}^{K} h \left( S_{j(j-1)}^n \left| S_{j(j-2)}^n, \cdots, S_{j1}^n \right. \right) - \sum_{j=3}^{K} h \left( \hat{Y}_{j}^n \left| S_{j(j-1)}^n, \cdots, \right. \right)
\]

\[= nh \left( N_K \left| W_{K(K-1)}^n, \cdots, W_{K1}^n \right. \right) \]

(h-1) is from Lemma 42. Given that random variables

\[\hat{Y}_{j-1}^n \left| S_{j-1(j-2)}^n, \cdots, S_{j-1(j-1)}^n, X_{(j-1)}^n \right. \]

and

\[S_{j(j-1)}^n \left| S_{j(j-2)}^n, \cdots, S_{j1}^n \right. \]

have the same marginal distribution, we have

\[h \left( S_{j(j-1)}^n \left| S_{j(j-2)}^n, \cdots, S_{j1}^n \right. \right) = h \left( \hat{Y}_{j-1}^n \left| S_{j-1(j-2)}^n, \cdots, S_{j-1(j-1)}^n, X_{(j-1)}^n \right. \right) \]

(j) From chain rule of entropy, we know that

\[h \left( W_{K(K-1)}^n, \cdots, W_{K1}^n \right) + h \left( N_K \left| W_{K(K-1)}^n, \cdots, W_{K1}^n \right. \right) = h \left( N_K, W_{K(K-1)}^n, \cdots, W_{K1}^n \right) \]

(k) is from Lemma section A.11.

(l) is from the formula

\[h (X | Y) = h (X) + h (Y | X) - h (Y) \]
(m) is from

\[
\sum_{j=2}^{K} h \left( S_{j(j-1)G}, S_{j(j-2)G}, \cdots, S_{j1G} \middle| \hat{Y}_{jG} \right) = + \sum_{j=2}^{K-1} h \left( S_{j(j-1)G}, S_{j(j-2)G}, \cdots, S_{j1G} \middle| \hat{Y}_{jG} \right) + h \left( S_{K(K-1)G}, S_{K(K-2)G}, \cdots, S_{K1G} \middle| \hat{Y}_{KG} \right)
\]

(n) Combining Lemma 43 and Lemma 44, we know that for channels in \( C_{\alpha} \), if the power constraint \( P_j \) satisfies \( P_j \leq \epsilon''_\alpha \), then

\[
\mathbf{X}_{jG} \rightarrow \hat{Y}_{jG} \rightarrow S_j
\]  

(A.42)

form a Markov chain, and the following equality holds:

\[
h \left( S_{j(j-1)G}, S_{j(j-2)G}, \cdots, S_{j1G} \middle| \hat{Y}_{jG}, X_{jG} \right) = h \left( S_{j(j+1)(j-1)G}, S_{j(j+1)(j-2)G}, \cdots, S_{j(j+1)1G} \middle| \hat{Y}_{(j+1)G} \right)
\]  

(A.43)

We can conclude that the achievable sum capacity of the generalized Z-channel must satisfy

\[
\sum_{j=1}^{K} R_j \leq \max \left\{ \sum_{j=1}^{K} I \left( \mathbf{X}_{jG}; \hat{Y}_{jG} \right) \right\} \leq \max \left\{ \sum_{j=1}^{K} \log \left| I + \sum_{i=j+1}^{K} |C_{ji}|^2 \mathbf{V}_i \right| \left| I + \sum_{i=j+1}^{K} |C_{ji}|^2 \mathbf{V}_i \right|^{-1} \right\}
\]

(A.44)  

(A.45)

Notice that for Z-channel, this sum capacity outer bound is achievable because the expression above is identical to the sum capacity achieved by treating interference as noise. Since the generalized Z-channel is obtained by eliminating some of the interference links from the interference channel, Equation A.44 is an outer bound for the sum capacity of the interference channel. Theorem 45 is proved.
A.12 Proof of Theorem 46

In Theorem 45, we have proved that the sum capacity Equation 5.25 of the generalized Z-channel is achieved by i.i.d. Gaussian input,

\[
\sum_{j=1}^{K} R_j \leq \max_{\text{Tr} (V_j) \leq P_j} \sum_{j=1}^{K} I (X_j G; \hat{Y}_j G) \quad (A.47)
\]

\[
V_j \succeq 0, \ j = 1, \ldots, K
\]

\[
= \max_{\text{Tr} (V_j) \leq P_j} \sum_{j=1}^{K} \log \left| I + K \sum_{i=j}^{j+1} |h_{ji}|^2 V_i \right| \left( I + K \sum_{i=j+1}^{K} |h_{ji}|^2 V_i \right)^{-1} \quad (A.48)
\]

\[
V_j \succeq 0, \ j = 1, \ldots, K
\]

Define the normalized covariance matrix \( \hat{V}_j = \frac{V_j}{P_j} \), \( \text{Tr} (\hat{V}_j) = 1 \). Consider the equal power constraint where \( P_j = \frac{P_{\text{sum}}}{K} \) for all users.

For an expression of the form \( \log |I + xA| \), let the eigenvalue of matrix \( A \) be \( 0 \leq \lambda_i (A) < \infty \). Then

\[
\log |I + xA| = \sum_{i=1}^{n} \log (1 + x\lambda_i (A))
\]

\[
= \sum_{i=1}^{n} \left( x\lambda_i (A) - \frac{1}{2} x^2 \lambda_i^2 (A) + o (x^2) \right)
\]

\[
= x \text{Tr} (A) - \frac{1}{2} x^2 \text{Tr} (A^2) + o (x^2) \quad (A.49)
\]

The second equation uses Taylor’s theorem for several variables at \( \hat{\lambda}_i (A) = x\lambda_i (A) \), since when \( x \to 0 \), \( x\lambda_i (A) \to 0 \) as well.

Combining Equation A.49, Equation 1.11, Equation 1.16 and Equation 5.25, we find Equation 5.29 and Equation 5.30.
A.13 Proof of Theorem 47

To maximize the right hand side of Equation 5.30, we need to solve the following optimization problem

\[
\begin{align*}
\min_{\hat{V}_1, \ldots, \hat{V}_K} & \quad \sum_{j=1}^{K} |h_{jj}|^4 \text{Tr} \left( \hat{V}_j^2 \right) \\
& + 2 \sum_{j=1}^{K-1} \sum_{i=j+1}^{K} |h_{jj}|^2 |h_{ji}|^2 \text{Tr} \left( \hat{V}_j \hat{U}_j \hat{U}_i^\dagger \hat{V}_i \right) \\
\text{s.t.} & \quad \text{Tr} \left( \hat{V}_j \right) = 1 \\
& \quad \hat{V}_j \succeq 0.
\end{align*}
\]

(A.50)

First, consider a simple case where the channel is strictly symmetric: \( \phi_{ji} = 0 \), \( |h_{jj}|^2 = 1 \) and \( |h_{ji}|^2 = \alpha < 1 \) for all \( i, j \). Equation A.50 becomes

\[
\begin{align*}
\min_{\hat{V}_1, \ldots, \hat{V}_K} & \quad \sum_{j=1}^{K} \text{Tr} \left( \hat{V}_j^2 \right) + 2\alpha \sum_{j=1}^{K-1} \sum_{i=j+1}^{K} \text{Tr} \left( \hat{V}_j \hat{V}_i \right) \\
\text{s.t.} & \quad \text{Tr} \left( \hat{V}_j \right) = 1 \\
& \quad \hat{V}_j \succeq 0.
\end{align*}
\]

(A.52)

Let the \( 2 \times 2 \) real positive definite matrix \( \hat{V}_j \) be

\[
\hat{V}_j = \begin{pmatrix}
    k_{j1} & k_{j3} \\
    k_{j3} & k_{j2}
\end{pmatrix}.
\]

(A.54)

Substituting Equation A.54 into Equation A.52, we construct a non-linear optimization problem from Equation A.52 on standard form:

\[
\begin{align*}
\min_{k_{11}, k_{12}, k_{13}, \ldots, k_{K1}, k_{K2}, k_{K3}} & \quad \sum_{j=1}^{K} \left( k_{j1}^2 + k_{j2}^2 + 2k_{j3}^2 \right) \\
& + 2\alpha \sum_{j=1}^{K-1} \sum_{i=j+1}^{K} \left( k_{j1}k_{i1} + k_{j2}k_{i2} + 2k_{j3}k_{i3} \right) \\
\text{s.t.} & \quad -k_{j1} \leq 0 \\
& \quad -k_{j2} \leq 0 \\
& \quad k_{j3}^2 - k_{j1}k_{j2} \leq 0 \\
& \quad k_{j1} + k_{j2} = 1 \quad \text{for all } j = 1, \ldots, K
\end{align*}
\]

(A.55)
The optimal solution of the problem defined by Equation A.55–Equation A.59 is also the optimal solution of the problem defined by Equation A.52. Denote the optimization problem defined by Equation A.55–Equation A.59 as \((P_k)\), where \(k = (k_{11}, k_{12}, k_{13}, \ldots, k_{K1}, k_{K2}, k_{K3})\) represents the set of feasible solutions. Notice that while any positive \(k_{j1}, k_{j2}\) with \(k_{j1} + k_{j2} \leq 1\) satisfies the power constraint, we require constraint Equation A.59 to be an equality. Because only when it is satisfied with equality, the system can achieve correct \(\frac{E_b}{N_0} \bigg|_{\min_0}\).

Denote the objective function in Equation A.55 by \(f(k)\). Construct the Lagrangian function for problem Equation A.55 as

\[
F(k, u_1, u_2, u_3, v) = f(k) - \sum_{j=1}^{K} u_{j1} k_{j1} - \sum_{j=1}^{K} u_{j2} k_{j2} + \sum_{j=1}^{K} u_{j3} \left(k_{j3}^2 - k_{j1} k_{j2}\right) + \sum_{j=1}^{K} v_j (k_{j1} + k_{j2} - 1) \tag{A.60}
\]

To find an optimal solution for this problem, we use Karush-Kuhn-Tucker (KKT) sufficient condition. It is stated as followed.

(KKT Sufficient Condition[?]) Consider an optimization problem \((P)\) defined as

\[
\begin{align*}
\min_x & \quad f(x) \\
\text{subject to} & \quad g_k(x) \leq 0, \ k = 1, \ldots, m \\
& \quad h_l(x) = 0, \ l = 1, \ldots, n,
\end{align*}
\]

with Lagrangian function

\[
L(x, u, v) = f(x) + g(x)^T u + h(x)^T v
\]

Let \(x\) be a feasible solution of \((P)\), and suppose \((x, u, v)\) satisfy

\[
\begin{align*}
\nabla_x L(x, u, v) &= 0 \\
u &\geq 0 \\
u_k g_k(x) &= 0
\end{align*}
\]

Then if \(f(x)\) is a pseudoconvex function, \(g_k(x)\), \(k = 1, \ldots, m\) are quasiconvex functions, and \(h_l(x)\), \(l = 1, \ldots, n\) are linear functions, then \(x\) is a global optimal solution.

Given \((P_k)\), it is clear that the objective function \(f(k)\) is a convex function, the
equality constraints Equation A.59 are linear, and the sets of inequality constraints Equation A.56, Equation A.57, and Equation A.58 are convex. Notice that a convex function is a special case of pseudoconvex and quasiconvex. Comparing the standard problem \((P)\) in Theorem Equation A.13 with our optimization problem \((P_K)\), we can conclude that any feasible \(k\) satisfying

\[
\nabla_k F (k, u_1, u_2, u_3) = 0 \\
u_1, u_2 \text{ and } u_3 \geq 0 \\
u_{j1}k_{j1} = 0 \\
u_{j2}k_{j2} = 0 \\
u_{j3} (k_{j3}^2 - k_{j1}k_{j2}) = 0
\]

is a global optimal for \((P_K)\). Solving \(\nabla_k F (k, u_1, u_2, u_3, v)\) we have

\[
\begin{align*}
\frac{\nabla F}{\nabla k_{j1}} &= 2k_{j1} + 2\alpha \sum_{i=1, i \neq j}^K k_{i} - u_{j1} - u_{j3}k_{j2} + v = 0 \\
\frac{\nabla F}{\nabla k_{j2}} &= 2k_{j2} + 2\alpha \sum_{i=1, i \neq j}^K k_{i2} - u_{j2} - u_{j3}k_{j1} + v = 0 \\
\frac{\nabla F}{\nabla k_{j3}} &= 4k_{j3} + 4\alpha \sum_{i=1, i \neq j}^K k_{i3} + 2u_{j3}k_{j3} = 0.
\end{align*}
\]

It is easy to check that \(k_{j1} = k_{j2} = \frac{1}{2}, k_{j3} = 0\) while the Lagrange multipliers \(u_{j1} = u_{j2} = u_{j3} = 0\), and \(v = -1 - \alpha (K - 1)\) satisfy KKT condition. Therefore, \(k_{j1} = k_{j2} = \frac{1}{2}, k_{j3} = 0\), i.e. \(\hat{V}_{x_j} = \begin{pmatrix} \frac{1}{2} & 0 \\ 0 & \frac{1}{2} \end{pmatrix}\) is a global optimal solution. Substitute this optimal solution into the formula of sum slope Equation 5.30, the sum slope has upper bound

\[
S_0 \leq \frac{2K}{\alpha K + (1 - \alpha)}
\]

### A.14 Proof of Corollary 48

Before proving this result, we state existing results for general parametric optimization problems. A general parametric optimization problem \(P(t)\) depending
on parameters \( t \in \mathbb{R}^r \) is defined by

\[
\begin{align*}
\min_{x} & \quad f(x, t) \\
\text{subject to} & \quad x \in \mathbb{R}^n \\
& \quad g_i(x, t) \leq 0, \quad i = 1, \ldots, s \\
& \quad g_i(x, t) = 0, \quad i = s + 1, \ldots, m
\end{align*}
\]

where \( f \) and \( g_i \) are real functions. Denote the parametric feasible region by

\[
A(t) \triangleq \{ x \mid x \in \mathbb{R}^n; g_i(x, t) \leq 0 \text{ if } i = 1, \ldots, s; \quad g_i(x, t) = 0 \text{ if } i = s + 1, \ldots, m \}.
\]

And denote the parametric optimal value function by \( \nu(t) \triangleq \inf_{x \in A(t)} f(x, t) \). The following theorem gives the sufficient condition under which \( \nu(t) \) is a continuous function of \( t \).

Suppose that

1. the function \( f \) is continuous on \( x \times t \);
   a) the correspondence \( A \) is continuous on \( t \);
   b) the subsets \( A(t) \) are non empty and compact

Then the optimal value function \( \nu(t) \) is continuous and the correspondence optimal solution set is upper semi-continuous.

Let \( \overline{h} \) correspond to \( \overline{t} \), and let the \( \overline{k} \) as that defined in Appendix section A.13 correspond to \( \overline{x} \) of Theorem section A.14. It is easy to see that the objective function of Equation A.50 is continuous on \( k \times \overline{h} \), while the feasible region \( A(\overline{h}) \) is non empty, compact, and independent of \( \overline{h} \). Therefore, all three conditions in Theorem section A.14 are satisfied and the optimal value function \( f(k, \overline{h}) \) is continuous on \( \overline{h} \).

Further, in Theorem 47 we have shown that when \( \overline{h}_\sigma = \{ \overline{h} : \phi_{ji} = 0, |h_{ji}|^2 = 1, |h_{ji}|^2 = \alpha \} \) , the optimal value of the objective function of the optimization problem \( P_k(\overline{h}_\sigma) \) is

\[
f(k, \overline{h}_\sigma) = \frac{2K}{\alpha K + (1 - \alpha)}.
\]

Given the continuity of \( f(k, \overline{h}_\sigma) \) provided by Theorem section A.14 , for any \( \sigma \), there exist \( \sigma_1, \sigma_2, \sigma_3 \) such that for the channels \( \overline{h} \in \overline{\mathcal{H}}_\sigma \), where the set \( \overline{\mathcal{H}}_\sigma \) is
defined as

$$\mathcal{H}_\sigma = \{ h : |\phi_{ji}| \leq \sigma_1, \quad \|h_{jj}\|^2 - 1 \leq \sigma_2, \quad \sqrt{|h_{ji}|^2 - \alpha} \leq \sigma_3, \quad |h_{ij}|^2/|h_{jj}|^2 < 1, \quad h \in \mathcal{C}_\alpha \},$$

the optimal value of the objective function of the optimization problem $P_k(h)$ satisfies

$$|f(k, h) - f(k, h_o)| < \sigma.$$

Notice that $\mathcal{H}_\alpha$ is defined in Theorem 45.

Because $1 \in \text{cl}(\mathcal{H}_\sigma)$, as $\alpha \to 1$, for any positive $\sigma$, there exists $\mathcal{H}_\sigma$, such that for $h \in \mathcal{H}_\sigma$ its sum slope satisfies

$$\Delta S_0 \leq 2 + \sigma,$$

If the magnitude and phase of the channel coefficients are drawn from continuous random distribution, $Pr(\mathcal{H}_\sigma) > 0$.

And as $\sigma \to 0$,

$$\lim_{\sigma \to 0} \Delta S_0 = \frac{1}{K}.$$
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