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Abstract

Riverbank filtration (RBF) is an accepted method of treatment for water supply from rivers which markedly improves the source water quality. Pumping water from wells adjacent to water body induces surface water to infiltrate through the aquifer attenuating contaminants present in the source water. This study used field data from an operating RBF system located along the Rhine River in Düsseldorf, Germany, and carried out focused research on the fate of dissolved organic carbon and on transport of *E. coli*. Furthermore, a novel application of RBF and aquifer storage and recovery (ASR) was considered in a study to address seasonal water scarcity in the Albany region of the Georgia in US.

A reactive transport model (PHT3D) was developed to study the fate of dissolved organic carbon incorporating transient boundary conditions. Modeling residence times showed that high floods in the river reduced the travel time to the RBF well to 8 days, while low flows increased it to about 60 days. Aerobic processes with some partial denitrification occurred in the aquifer. The temporal changes in the breakthrough of dissolved oxygen were best reproduced when the temperature dependency of the biogeochemical processes was explicitly considered. The results showed that seasonal temperature changes superimposed by changes in residence time strongly affected the extent of redox reactions along the flow path.

Microbial transport is modeled in groundwater using the advection-dispersion transport equation adding on the processes of attachment, detachment and inactivation processes. The rates defined by these processes are velocity dependent and cannot be used directly for a transient RBF model. An approach to handle such transient conditions is developed using colloid filtration theory and the concepts of single collector contact efficiency and verified on a benchmark 1-D study. The model is extended to the Rhine River RBF system. The transport of *E-coli* and coliforms was successfully modeled.

The RBF-ASR study showed the viability of obtaining excess river flows through RBF and storing it a deeper aquifer to be recovered later. Geochemical changes were also investigated. The overall study contributes to our understanding of the various processes involved in RBF and subsurface flows.
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GROWING POPULATION, COMPETING DEMAND FOR RESOURCES, IMPROVED STANDARDS OF LIVING, AND VARIOUS OTHER EXTERNAL CAUSES AND ENVIRONMENTAL CONCERNS HAVE PLACED GREATER DEMANDS ON THE AVAILABLE SUPPLY OF SAFE DRINKING WATER. UNESCO REPORTS THAT OVER 1.1 BILLION PEOPLE DO NOT HAVE ACCESS TO SAFE WATER (KEAST AND JOHNSTON, 2008). COMMUNITIES ALONG RIVERS HAVE ALWAYS DEPENDED UPON SURFACE WATER AS THEIR PRIMARY SOURCE OF DRINKING WATER. SURFACE WATER QUALITY IS OFTEN IMPAIRED BY AGRICULTURAL RUNOFF, MUNICIPAL OUTFALLS AND INDUSTRIAL DISCHARGES THAT INTRODUCE A COMPLEX VARIETY OF CONTAMINANTS AND POLLUTANTS. GROUNDWATER IS OFTEN OVER-EXPLOITED. ALTERNATE WATER SUPPLY AND MANAGEMENT OPTIONS ARE REQUIRED TO INCREASE WATER REUSE, REDUCE CAPITAL COST AND PROVIDE LESS ENERGY-INTENSIVE SYSTEMS. RIVERBANK FILTRATION (RBF) IS A MECHANISM IN WHICH WELLS PLACED ALONGSIDE RIVERS (OR LAKES) OR DRIVEN BELOW THEM ARE PUMPED TO INDUCE SURFACE WATER TO FLOW THROUGH THE AQUIFER TO THE WELLS. AS WATER IS INDUCED TO TRAVEL THROUGH THE AQUIFER, THE NATURAL PROCESSES OF FILTRATION, STRAINING, ADSORPTION, MIXING AND OTHER IMPORTANT BIOLOGICAL AND GEOCHEMICAL PROCESSES ATTENUATE THESE CONTAMINANTS AND PATHOGENS THEREBY MARKEDLY IMPROVING THE SOURCE WATER QUALITY (RAY ET AL., 2002A).

MANY CITIES IN EUROPE (E.G., BELGRADE, BERLIN, BRATISLAVA, BONN, BUDAPEST, DUSSELDORF, HAMBURG, KÖLN, ETC.) ALONG THE MAJOR RIVERS (RHINE, ELBE, DANUBE, ETC.) HAVE UTILIZED THE NATURAL PROCESS OF RIVERBANK FILTRATION FOR MORE THAN A CENTURY (SCHUBERT, 2002B). MORE RECENTLY, CITIES IN THE US (E.G., CEDAR RAPIDS, IOWA; CINCINNATI, OHIO; LOUISVILLE, KENTUCKY; JACKSONVILLE, ILLINOIS; LINCOLN, NEBRASKA AND SONOMA COUNTY, CALIFORNIA) HAVE ALSO IMPLEMENTED THE APPROACH. RBF HAS A POTENTIAL TO SUPPLY WATER TO MORE THAN 67 MILLION PEOPLE IN US AND IS GRADUALLY BEING CONSIDERED IN OTHER COUNTRIES AROUND THE WORLD, E.G., INDIA, KOREA AND EGYPT (RAY, 2008). COMPARED TO USING SURFACE WATER DIRECTLY, RBF PROVIDES WATER THAT IS MORE CONSISTENT IN QUALITY, REQUIRING A LESSER AMOUNT OF SUBSEQUENT TREATMENT PROCESSES AND DISINFECTION. RBF IS OFTEN USED AS A PRE-TREATMENT METHOD FOLLOWED BY OTHER TREATMENT OPTIONS. IN SOME CASES, IT MAY BE THE ONLY TREATMENT OPTION FOLLOWED BY CHLORINATION AND FLUORIDATION BEFORE BEING DISTRIBUTED TO THE CONSUMERS. WIDESPREAD SURFACE WATER CONTAMINATION AND THE POSSIBLE IMPACTS OF SUCH CONTAMINATION ON DRINKING WATER SUPPLIES ARE FORCING UTILITIES TO LOOK FOR BETTER QUALITY
water sources. A greater interest and scrutiny is being placed on the functioning of RBF schemes (Tufenkji et al., 2002; Weiss et al., 2005) as possible sources for water supply. Constructing new conventional water treatment facilities and maintaining them are getting more expensive. RBF schemes provide an alternative option reducing operating costs and thus can be an attractive choice in both the developed and developing nations around the world.

1.1 Background on riverbank filtration

RBF is an attractive option in riparian areas that have aquifers hydraulically connected to the rivers. Depending upon the location and orientation of the wells, the RBF wells are classified as vertical or horizontal wells as shown in Fig. 1 below.

Fig. 1: Schematics of horizontal and vertical RBF wells (Ray et al., 2002).

Vertical wells are drilled adjacent to the riverbank with vertical well screens. The horizontal wells have horizontal lateral collectors extending radially from a large-diameter caisson. Some of these laterals may even extend below the riverbed. The vertical wells mostly capture horizontal flows while horizontal wells capture vertical flows (Schijven et al., 2003). The choice of horizontal or vertical wells is affected by the aquifer thickness and the desired pumping capacity (Ray, 2002). Horizontal wells are preferred over vertical wells when the aquifers are thin, and when the pumping needs are higher. Utilities with existing treatment plants often use horizontal wells as a pre-
treatment before full-scale treatment. The laterals underneath the river have their well screens nearer to the riverbed and thus the infiltrating water has shorter a flow path. Microorganisms are more likely to breakthrough in to the laterals from the river (Schijven et al., 2003). Wells are preferably placed on an inner part of meander (Schubert, 2002a), the convex bank, as it intercepts more subsurface cross flows.

1.1.1 Pollutants in riverbank filtration

RBF remove a variety of pollutants in the source water to improve source water quality. The scope of contaminants of concern that are present, removed or attenuated by riverbank filtration can be classified into physical, chemical or microbiological in nature, as described below.

Physical contaminants

Turbidity and temperature are the major physical contaminants in river waters. Turbidity is a common indicator of water quality and filtration performance. Turbidity can be due to presence of particulate colloids, algae and decaying organic matter. High turbidity in source water can cause problems as it can favor transport of microorganisms and chemicals by providing sorption sites for them. Presence of decaying organic matter can aid in the formation of disinfection by-products (DBPs) if it gets into the water disinfection phase. DBPs are potentially carcinogenic substances. Temperature can also be a concern, if it is altered through disposal of heated water such as those from power plants and industrial centers. Temperature controls the solubility of oxygen, affects coagulation and flocculation processes, and other physiological/biological activities of microorganisms. Temperature influences reaction kinetics, solubility and other chemical and physical properties of subsurface water and its constituents.

Chemical contaminants

Chemical contaminants include a wide range of products in waterways including pH, inorganics, natural organic matter (NOM), synthetic organic compounds, pharmaceuticals and personal care products (PPCPs). The pH of water defines numerous bio-geochemical processes in water and in the subsurface environments. When pH is changed from its optimum value of around 7.4, it can cause problems such as disrupting the physiology of
aquatic flora and fauna in rivers and lake waters. During subsurface transport processes, pH plays a large role in redox reactions, dissolution of matrix such as that of calcite, and leaching of heavy metals.

Inorganic pollutants are also major problems in aquatic environments. These include chlorides, bromides, and nutrients for plants (e.g. nitrogen, phosphorus and potassium). Bromine and chlorine, in the presence of natural organic matter, can form potentially carcinogenic DBPs. Runoff from agricultural lands can contain fertilizers (source of plant nutrients - nitrogen, phosphorus and potassium), municipal outfalls contain soap products containing phosphorus and these pose major problems in aquatic environments. Excess nitrogen and phosphorus lead to algal blooms in surface waters increasing the presence of decaying organic matter, depleting dissolved oxygen in water and increasing turbidity. Manganese and iron are also minerals that lead to discoloration and taste issues not palatable to the public apart from increasing hardness of water.

Synthetic organic compounds, e.g., pesticides and herbicides are chemicals of concern known to be dangerous if consumed. NOM can form carcinogenic DBPs, such as haloacetic acids (HAA) and trihalomethanes (THM). High concentrations of NOM increase the amount of dissolved organic carbon in water that can trigger a chain of reactions of redox processes consuming dissolved oxygen or other electron acceptors (Appelo and Postma, 2006). This can lead to development of anoxic conditions, release of metals and even gases in the aquifer.

PPCPs, including medicines, cosmetics, and fragrances, are low level pollutants (micropollutants) that, mostly, are easily dissolved in water and are suspected to affect physiological processes and behavior. PPCPs are reported to have changed function and structure of algae (Wilson et al., 2003).

*Microbiological pollutants*

Biological pollutants in water include viruses, bacteria, protozoa and algae; many of these are pathogenic - water posing a major concerns for health and wellbeing of life. These pathogens can cause severe diseases with health concerns, wide spread epidemics, and even death. Viruses are unicellular organisms, 20–120 nm in size, and may persist in
filtrate water if the RBF system is not functioning or designed well. Hepatitis virus, rotavirus, adenovirus, etc. are some of the common examples viruses that can cause life-threatening diseases.

Presence of fecal bacteria indicates sewage contamination of water bodies and these can cause severe life threatening diseases and epidemics. *Escherichia coli* (*E. coli*), *Legionella*, *salmonella* etc. are some of the examples. Protozoa are waterborne parasites such as the *Cryptosporidium parvum* and *Giardia lamblia*. *Cryptosporidium parvum* are most resistant to disinfection and their oocysts remain stable for months. These cause abdominal pain, cramp, fever and diarrhea severely compromising health and well-being of the population. Algae increases decaying matter in water, which depletes oxygen, introduces odor and changes the taste of water. The size and shape of the microbial pollutants along with their behavior when exposed to aquifer grains and the prevalent water chemistry are important characteristics that define their fate and transport in aquifers.

![Fig. 2: Schematic diagram of processes affecting water quality during bank filtration (source: Hiscock and Grischek, 2002)](image)

1.1.2 Processes occurring in riverbank filtration

Rivers and lakes, source waters for RBF systems, can contain high amounts of physical, chemical or biological contaminants. RBF should be able to remove these contaminants
or reduce them to acceptable limits. Removal of pathogenic organisms – virus, bacteria and protozoa – is crucial for human health and livelihood. RBF is known to be an effective protection barrier because microorganisms and pathogens are removed quite efficiently from the infiltrating water primarily through the processes of straining, attachment and inactivation or decay (Schijven et al., 2003). The natural process of attenuation of the contaminants in the river water depends strongly upon site-specific hydro-geochemical conditions. Processes of filtration, adsorption, precipitation, redox reactions and mixing occur as the water travels from the river to the RBF well through the aquifer as depicted in Fig 2 (Hiscock and Grischek, 2002).

**Physical processes**

The physical processes aiding removal of contaminants are filtration, straining, dispersion, adsorption and mixing with ambient groundwater. Filtration and straining are responsible for removing particulate material and microbes in water as it flows through aquifer grains (Bradford et al., 2003; Harvey et al., 1993). These are the main mechanisms of turbidity removal. Straining occurs when particles, abiotic or biotic, get physically trapped in pores due to their larger size stopping them from passing through the media. Even viruses and smaller pathogens can be strained if they are adsorbed to larger particles such as parasites, bacteria and other finer grains of the media (Bradford et al., 2006b; Foppen and Schijven, 2006; Sen, 2011). Bridging effects can also occur when smaller particles come up together and are blocked in pore throats that are smaller than their collective sizes. Sedimentation and trapping at dead end-pores can also occur, immobilizing moving particles. Hydrodynamic dispersion can have a dual effect on contamination levels by attenuating peak concentrations and spreading the concentration front such that some fraction of the particulates arrive earlier than conservative tracers.

The major component in retardation or removal of contaminants is adsorption, which is described as attachment of contaminants to solid grains (Barry et al., 2002). Adsorption occurs when contaminants or particulates are attached to the aquifer grain surfaces and is an important phenomenon in colloidal removal (Ryan and Elimelech, 1996). Adsorption is also affected by chemical and biological processes. Aquifers contain fine materials, such as clays and organic matter, which can adsorb a variety of contaminants.
Adsorption on the micro-scale is described as more of a physico-chemical process involving colloid filtration theory (Ryan and Elimelech, 1996) using concepts of single collector contact efficiency (SCCE) describing the likelihood of smaller particles colliding with a larger soil grain and getting attached. This theory suggests that the removal efficiency of granular media for microbes sized 1- 3 µm is the lowest (Yao et al., 1971), showing that the bacteria and smaller protozoa in that size range have the greatest probability of traveling the furthest. Additional concepts of Derjaguin-Landau-Verwey-Overbeek (DLVO) theory (Hermansson, 1999) and van der Waal’s forces (Tufenkji and Elimelech, 2003) have also been used in describing the process of adsorption. Attached particles can also get detached, where hydrodynamic forces are believed to come into play (Johnson et al., 2001). Adsorption and desorption have been described by both equilibrium and kinetic processes depending upon the flow properties and time scales involved.

Another important physical process is the mixing of water with the ambient groundwater that helps to attenuate and mitigate sudden impulse of pollutants (shock loads). This is a major advantage of RBF systems, compared to conventional treatment systems, which cannot handle shock loads and the input stream has to be carefully regulated. Mixing can also moderate extremes in temperature that can help maintain other physiological activities of microbes or stabilize concentration of gases and minerals.

**Biological processes**

Biological processes occurring in subsurface transport include biodegradation with aerobic, facultative and anaerobic bacteria, which are affected by growth, motility, competition, and predation among living organisms. Living organisms in the aquifer breakdown organic matter to meet metabolic needs and consume substrates (Phanikumar et al., 2005). Microorganisms catalyze chemical breakdown of certain compounds to obtain energy for their survival. This process can be aerobic, consuming dissolved oxygen rapidly within a short distance of infiltration if the organic loading a high enough, and then it can be followed by denitrification and other sequential redox reactions. Strongly reducing conditions can develop causing dissolution of iron and manganese from the aquifer matrix, and even release arsenics from arsenopyrites, if present, causing
further chemical contamination of the filtrate water (Greskowiak et al., 2005; Wallis et al., 2010). Different species of microorganisms may predominate depending upon the redox condition of the system.

A number of field studies or site monitoring activities have documented reduction of pathogens, surrogates, and indicators in RBF systems proving their performance. A one year study of three operating RBF facilities, located in the US along the Ohio, Missouri, and Wabash Rivers report that total coliforms were rarely detected in the well waters (Weiss et al., 2005). While average concentrations of total coliforms ranged from $7.5 \times 10^5$ to $4.6 \times 10^6$ MPN/L at the three sites, coliforms were detected only at two wells in one of the sites, and the reductions in coliforms concentrations were observed to be 5.5 and 6.1 log units relative to the river water.

Gollnitz et al. (2003) report findings from an RBF well field of Greater Cincinnati Water Works, Ohio, USA after analyzing long-term data (over 10 years) and an intensive monitoring of 20 months at two RBF production wells and 10 observation wells. RBF was found to be highly effective in removing pathogenic microbes with all surrogate concentrations maintaining at least 3.5-log reductions. Similar results of a 3-log reduction in average bacterial spores concentration have also been noted (Ray et al., 2002b) for a 50 feet travel distance to a collector well in Louisville, KY, USA. Daily monitoring of total coliforms in the river and the collector well in the same RBF facility in a later year showed removal ranging from 0.9 to more than 6 log units (Wang, 2003). The river water coliform concentrations ranged from 9 MPN/100 mL to 165,200 MPN/100 mL, whereas that at the collector well had very little positive detection, most of which were 1 MPN/100 mL or less.

**Chemical processes**

A host of chemical processes may prevail, depending on the type of chemicals existing in the subsurface. Examples include ion exchange wherein electrolytes exchange ions and form complexes. Clay materials, humic acids and organic materials have high exchange capacities for heavy metal cations, and trap them in the soil matrix. These processes are sensitive to pH and salinity (Appelo and Postma, 2006). Consumption of substrates,
mineralization of organic compounds, and redox reactions of metals in solutions are also chemical processes. Agglomeration, coagulation, and flocculation of dispersed contaminants and microbes can also aid in removal of those materials within soil pores. Sometimes, when reduced species release metals, such as arsenic, these can be attached to oxyhydrates when the pH is suitable through surface complexation (NRC, 2007; Petrunic et al., 2005). This can precipitate out the metals in the subsurface.

Redox processes are very important chemical processes of any RBF or managed aquifer recharge systems. Water contains redox sensitive species such as O₂, NO₃⁻, Mn⁴⁺, Fe²⁺, SO₄²⁻, H₂S or CH₄. Degradation of the DOC present in the infiltrating water provides the major driving force for redox changes as microorganisms catalyze reactions to gain energy for maintenance and growth (Lovley and Chapelle, 1995). The microorganisms preferentially catalyze the reactions releasing the highest energy. The stoichiometry of the reactions and the sequential removal of electron acceptors is given below ranked according to the amount of Gibbs free-energy changes (ΔGₒ(W)) at pH equal to 7 (Champ et al., 1979) with the dissolved organic matter represented by the compound CH₂O.

Table 1: Redox reactions for conversion of organic matter and the potential Gibbs free-energy changes at pH equal to 7 (Champ et al., 1979).

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Stoichiometry</th>
<th>ΔGₒ(W) kcal/mol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respiration</td>
<td>CH₂O + O₂ → CO₂ + H₂O</td>
<td>-120</td>
</tr>
<tr>
<td>Denitrification</td>
<td>5CH₂O + 4NO₃⁻ + 4H⁺ → 5CO₂ + 2N₂ + 7H₂O</td>
<td>-114</td>
</tr>
<tr>
<td>Mn(IV) reduction</td>
<td>CH₂O + 2MnO₂(s) + 4H⁺ → 2Mn²⁺ + 3H₂O + CO₂</td>
<td>-81</td>
</tr>
<tr>
<td>Fe (III) reduction</td>
<td>CH₂O + 4Fe(OH)₃(s) + 8H⁺ → 4Fe²⁺ + 11H₂O + CO₂</td>
<td>-28</td>
</tr>
<tr>
<td>Sulfate reduction</td>
<td>CH₂O + SO₄²⁻ + H⁺ → HS⁻ + 2H₂O + 2CO₂</td>
<td>-25</td>
</tr>
</tbody>
</table>

The sequence of reactions occurring at a location may be limited or partial depending upon the availability of degradable dissolved organic carbon or electron donors. The reaction is temperature dependent (Kirschbaum, 1995), kinetically controlled and often described by Monod-type rate expressions.
Riverbed clogging

Clogging is the formation of a low permeability layer in the riverbed made of sedimentary or organic material. Water from the river infiltrates into the aquifer under the stresses created by the pump heads, but suspended solids cannot infiltrate the aquifer and are trapped and deposited in the upper layer of the aquifer or are embedded in between the larger particles. Microbial and chemical processes also help harden the clogging layer (Schubert, 2002). Precipitation of solutes or metals such as iron-manganese hydroxides or growth of bacterial cells in pores binds the surface into a more cohesive layer. High loads of organics in the river water can lead to chemical clogging beneath the infiltration zone. Often these clogged materials get so well armored that they cannot be removed by the river current. Clogging is understood to be a dynamic process governed not only by varying pumping rates but also by the flow dynamics of the river and the quality of river water (Schubert, 2002).

The clogged areas tend to expand from the well-side bank to the middle of the riverbed. In general, as the RBF operates, a clogging layer is formed on the riverbed near the source zone of the pumping well that reduces infiltration rates and decreases the production yield from the well field as also observed in the River Rhine RBF site at the Flehe water works in Dusseldorf, Germany (Schubert, 2002). A positive result of clogging is related to the increase of filtration efficiency, which enhances the ability to filter out particulates.

River flooding effects on RBF schemes are generally expected to lead to (1) reduced clogging due to erosion caused by greater scouring and decreasing filtering efficiency, or (2) short-circuiting of the flow paths as it circumvents the armored clogged zone, which leads to rapid infiltration from areas of higher conductivity zones. This shortens the travel path and the contact time between the contaminants and the aquifer matrix so that the reduction or attenuation of contaminants is incomplete and a breakthrough can occur. Such a microbial breakthrough occurs in the Rhine River RBF site at the Flehe water works when high flood occurs (see Chapter 3).
1.1.3 Factors affecting performance of RBF systems

Riverbank filtration is a natural contaminant attenuation process whose performance depends on hydrogeological conditions, well design and placement factors, and most importantly, source water concentrations (Ray, 2002; Wang et al., 2002).

Hydrogeological conditions

Aquifer properties and hydraulic connection

For an RBF to be feasible, the river must be hydraulically connected to the aquifer. This means that any water drawn from the aquifer will be replenished by the infiltrating water from the river. The RBF wells are most successful in fluvial or alluvial aquifers along rivers or in unconsolidated sand and gravel deposits along lakes and reservoirs. Aquifers with very high hydraulic conductivity, or having fissures and cracks through which preferential flows can occur (i.e. having dual porosity) can cause earlier breakthrough of contaminants and undermine the RBF operation. Too low hydraulic conductivities also reduce yield, create more stress on pumps, and create larger drawdowns at wells and even unsaturated zones around abstraction zones (Su et al., 2007).

Research in microbial transport has shown that attachment mechanisms of pathogens and their ultimate inactivation may be facilitated by heterogeneous material that have some positive attraction to pathogens, which increases availability of favorable attachment sites (DeFlaun et al., 1997; Scheibe et al., 2007). Negatively charged microbes, such as coliforms, can easily attach to minerals such as iron oxyhydroxides, which have more positively charged surfaces. Anisotropy and non-homogeneity can certainly affect the dispersion and flow patterns in an aquifer affecting contaminant breakthroughs.

Travel distance and time

The quality of water is often related to the distance between the river water and the screen of the pumping well, which is the apparent travel distance. Travel distance and time are important factors that control the adequacy of maintaining interactions between the infiltrating water and the aquifer matrix. Short distance would mean lesser time for attenuation and not enough time for degradation of organic compounds. When the wells
are placed too far away, the contribution of river water in the filtrate will be reduced; it will consist mainly of groundwater.

In Europe, setback (travel) distances are typically specified to ensure RBF performance. However, in The Netherlands, a 60 day travel or residence time is mandated for water to be recovered from subsurface zones (Schijven et al., 2003). In US, for the horizontal wells where the laterals are placed closer and beneath the river, the travel distance is relatively short allowing rapid flow of water to the RBF wells. This has prompted the U.S. Environmental Protection Agency to classify RBF systems as groundwater under the direct influence of surface water which requires the utilities to treat the filtrate as surface water.

Source water characteristics

The RBF performance may be affected by source water characteristics. Water bodies with higher concentrations of contaminants will have more likelihood for the contaminant to persist through filtration and breakthrough with the filtrate. Concentrations or type of pollutants can be river or area specific. For example, rivers through forests have large amount of vegetative decay residues in water and those through industrial areas may have spills and trace chemicals. Catchment areas also define the presence of pollutant. For example, rivers passing through agricultural lands, pasturelands may indicate a larger than normal concentrations of *E. coli*, hormones, antibiotics, pesticides (Verstraeten et al., 1999) and fertilizer residues. Rivers that pass through geological zones with clays have higher problems with turbidity, and this can result in persistent microbes in the filtrate.

River and lake hydrodynamics

River and lake hydrodynamics also play a part in the RBF performance. In terms of rivers, hydraulic factors including the velocity profile, depth of flow can affect the formation or removal of clogging layers affecting the quality of filtrate. Wide shallow rivers may meander and change their thalweg, rendering altered distances to RBF well and changing the overall performance. Flood levels can shorten flow paths to the wells and reduce water’s residence time in subsurface zone causing breakthrough of pathogens.
and contaminants as discussed under hydrogeological conditions above. Rapid increase in flow with extreme floods can erode the clogging layer or even overflow banks to damage RBF wells, equipment and appurtenances.

Management actions

Pumping rates affect the quality of water abstracted. Low rates would likely reduce infiltration from the river and the bulk of the water may originate from the groundwater. The quality of the filtrate will then be dominated by the ambient groundwater. On the other hand, if the pumping rates are too high, then greater amount of river water will be drawn in along with an increase in the loading on the RBF system. This may result in breakthroughs of contaminants, turbidity and even lead to development of unsaturated zone around the abstraction points. This, in turn, increases stresses on pumps and reduce production of water. A temporary impoundment in rivers can reduce flow velocities in the reservoir and cause greater sedimentation and deposition. This can lead to a reduction in yield as observed in the Russian River RBF plant operated by the Sonoma County Water District (Su et al., 2007) due to the placement of inflatable dams to impound water.

1.1.4 Conclusion

The description above shows that the RBF is a complex processes to ensure supply of better quality water to communities. It is important to analyze the processes and mechanisms through which contaminants in the surface water are attenuated as the surface water infiltrates into the aquifer and travels through it. Flow conditions and the imposed river water quality in a functioning RBF system are dynamic and transient in nature. Any process-based detailed study of RBF systems need to incorporate these transient conditions and the dynamic characteristics of the boundary conditions and the flow fields within the aquifer to represent the RBF system. A modeling study, based on the abovementioned approach, using data from a full-scale operating RBF system would give the opportunity to analyze and understand some of these processes. This study attempts to fulfill that need along with an application of the RBF to address seasonal water scarcity with an example of coupling it with an aquifer storage and recovery (ASR) system. The transient nature of hydrodynamic conditions imposed by the river flow
stages, concentration of microbes and various species dissolved in the water, their fate as water infiltrates through the riverbed and the riverbank into the aquifer, along with the interactions in the aquifer, are carefully scrutinized and modeled in this study.

1.2 Scope and Objectives

The overall objective of this study is to analyze the different processes in a RBF system and carry out modeling studies to enable a better understanding of the RBF systems. The study includes a brief background description on RBF, which highlights the major pollutants, processes and factors affecting the performance of RBF systems (Chapter 1). The study further carries out three focused areas of research related to RBF; (1) transient redox modeling of the fate of dissolved organic carbon in a full scale performing system; (2) modeling transport of pathogenic bacteria (E. coli) in an RBF system; (3) integrating RBF with an aquifer storage and recovery to system to assess the possible water quality changes therein.

1. Transient redox modeling of a full scale RBF scheme for degradation of organic carbon

This study intends to fill a gap in the existing body of literature by carrying out a detailed quantitative analysis of time dependent biogeochemical dynamics of RBF systems by developing and applying a process-based reactive transport model. To date no detailed, model-based quantitative analysis of the temporal biogeochemical dynamics of RBF systems has been undertaken.

Surface waters contain dissolved organic matter and other redox sensitive aqueous species which infiltrate into the aquifer. When the existing chemical equilibrium of the groundwater in the aquifer is disturbed by the infiltrating water and its constituent species, a set of physical, chemical changes take place, including aerobic and anaerobic degradation of organic matter (Champ et al., 1979; Barry et al., 2002) under the presence of suitable microbes. Bourg and Bertin (1993) used groundwater mixing and bacterial degradation of organic matter to explain observed reduced zones in River Lot of France. Greskowiak et al. (2005b) used spatial and temporal distribution of the redox reactions below an artificial recharge pond near Lake Tegel in Germany to explain oxidation of
sulphides and dissolution of calcite. Seasonality, represented by temperature, was also shown to affect the reaction rates and the redox dynamics of phenazine in the same study. Microbes play a catalytic role in degradation of organic matter and it is known that temperature regulates microbial activity. Temperature also needs to be included in any RBF modelling. It is commonly used as a tracer to aid in modeling surface water groundwater interactions (Stonestrom and Constantz, 2003; Blasch et al., 2007; and Constantz, 2008), in groundwater flow modeling (Anderson, 2005) and has been modeled as a chemical species undergoing sorption and desorption (Prommer and Stuyfzand, 2005) a deep well injection in a pyritic aquifer.

Altered redox regimes in aquifers can set off different geochemical reactions affecting aqueous speciation, mobility of metals, metalloids, pesticides and other contaminants. Different redox zonation can occur in RBF aquifers which can affect the water quality of the RBF filtrate as well as the fate and transport of micropollutants.

The study aims at linking dynamic flow processes with the effects of varying temperature, reaction kinetics and the resulting overall biogeochemical rates at riparian aquifer. Specific objectives are to identify and quantify the interactive, dynamic physical and chemical processes influencing water quality changes within the hyporheic zone and the extraction wells in an RBF system under seasonally changing hydrological and raw/river water geochemical conditions. Data were obtained from a well-documented field site in the lower Rhine Valley near Düsseldorf (Germany) to develop and test a process-based reactive transport model.

2. Modeling transport of pathogenic bacteria (E. coli) in an RBF system

Microbial transport equations are investigated to include transient velocity and other related terms to be incorporated into a numerical model. The fate and transport of colloids and microbes in saturated media have been historically studied and reviewed in the literature (Foppen and Schijven, 2006; Ginn et al., 2002; Lawrence and Hendry, 1996; Ryan and Elimelech, 1996; Schijven and Hassanizadeh, 2000; Sen, 2011; Tufenkji, 2007). A bulk of the research has focused on the pore-scale processes and laboratory columns in controlled scenarios.
Most often, 1-D numerical models are fit to the breakthrough curves and are used to estimate various transport parameters (Bradford et al., 2003; Hijnen et al., 2005) that are different for different flow velocities. Most of the column studies were conducted with a single uniform flow velocity, i.e. a single column was operated at a single velocity, and limited in scope to one-dimensional. In contrast, field-scale pathogen transport is commonly affected by (i) the geological and geochemical heterogeneity of natural aquifer systems and (ii) complex and dynamically changing boundary conditions, such as river level fluctuations. Both factors induce significant spatial and temporal variations in groundwater flow velocities and, therefore, in estimates of the pathogen transport parameters. However, the impact of the combined spatial and temporal variations in groundwater velocities on pathogen fate and transport were not analyzed to date, and specifically, no numerical modeling study of pathogen transport in a full-scale RBF system exist to our knowledge.

Specific objectives are to develop a versatile pathogen transport model that is capable of handling transient flow conditions within the aquifer and test previously developed approaches. The developed model is to be applied to a benchmark study to demonstrate the accuracy of the modeling tool (reproduce previously published model results and data for column-scale experiment). This fully dynamic microbial transport model approach is to be finally used or tested on a fully functioning RBF scheme subject to transient flow conditions in simulating \textit{E. coli} transport.

3. A combined RBF and ASR

The world is increasingly under stress as the water basins and aquifers are being over-exploited. This has brought in scarcity of water in developed as well as developing countries stifling economic growth. A large investment is required for construction of water treatment plants and distribution system. This lack of funds may be the reason for water scarcity in many developing nations, even though no physical shortage of water may be occurring. In developed countries and arid regions around the world, the actual limitations of water supply round the year may be causing physical scarcity. The availability of surface runoff during seasonal excesses can occur followed by a period of
dry spell. Surface storage schemes for the seasonally available water may be the alternative but it is often rendered ineffective due to high evaporation and other losses in arid zones, limitations of storage areas and other environmental concerns with reservoirs. A possible method can be used to store the seasonal water in underground aquifers and retrieve it when needed. Surface water with all its contaminants cannot be injected directly into the aquifers, because contamination of aquifers may take place. Water treatment, often to drinking water standards, is required before it can be injected into the aquifers. RBF may provide a solution in this aspect because the RBF filtrate provides water that is much cleaner and safer than the direct surface water.

This study looks at the possibility of a novel combination of riverbank filtration and aquifer storage recovery to address water shortage issues with reference to the Albany region of Georgia in US. The Georgia State Water Plan (EPD, 2008) outlines surface water storage, inter-basin transfer, and aquifer storage and recovery (ASR) as three main water supply management options to address water scarcity issues. RBF filtrate is sought to be used as source water for an ASR system, which injects water into the deeper aquifer during times of excess flows in the Flint River, and extract it during the drier season. The objective of this part of the study is to carry out a numerical modeling to investigate the possibility of such a scheme and to model the possible water quality changes occurring therein.

The results of the study on the fate of dissolved organic carbon has been published as a peer reviewed journal article (Sharma et al., 2012) in the Journal of Hydrology and the third study on combined RBF and ASR has also been published (Sharma and Ray, 2011) in the proceedings of a workshop. The second study on microbial transport is being finalized for publication. Because these are or are meant to be stand-alone publications, some of the introductory material and references may appear to be repetitive.
1.3 Publications from this study

The proposed methods, results and findings have been presented in a number of meetings, discussions, workshops and conferences. The following are the publications made from this study.


CHAPTER 2. ELUCIDATING TEMPERATURE EFFECTS ON SEASONAL VARIATIONS OF BIOGEOCHEMICAL TURNOVER RATES DURING RIVERBANK FILTRATION

Abstract

Riverbank filtration (RBF) is a mechanism by which undesired substances contained in infiltrating surface waters are attenuated during their passage across the riverbed and its underlying aquifer towards production wells. In this study, multi-component reactive transport modeling was used to analyze the biogeochemical processes that occur during subsurface passage at an existing RBF system - the Flehe Waterworks located along the Rhine River in Düsseldorf, Germany. The reactive transport model was established on the base of a conservative solute transport model for which temperature and chloride data served as calibration constraints. The model results showed that seasonal temperature changes superimposed by changes in residence time strongly affected the extent of the redox reactions along the flow path. The observed temporal, especially seasonal, changes in the breakthrough of dissolved oxygen were found to be best reproduced by the model when the temperature dependency of the biogeochemical processes was explicitly considered. High floods in the Rhine drastically reduced the travel time to the RBF well from an average travel time of 25-40 days to less than 8 days. On the other hand, low flow conditions increased the subsurface residence times between the Rhine River and the RBF well to about 60 days. The model results revealed that short term changes in the terminal electron acceptor consumption (biodegradation extent) were solely attributed to fluctuations in residence time, while more gradual changes in biodegradation extent were due to both seasonal variations of the river water temperature and gradual changes in residence time.

2.1 Introduction

Riverbank filtration (RBF) is a mechanism by which undesired substances contained in infiltrating surface waters are attenuated during their passage across the riverbed and its underlying aquifer towards collector wells (Ray et al., 2002a). Riverbank filtration wells for public water supply have been widely used in Europe for more than a century (Schubert, 2002a) and for more than half a century in the United States (Ray et al., 2002a). Water in the aquifer below or adjacent to the water bodies is typically harvested using vertical or horizontal collector wells. This yields, in general, cleaner water that is more consistent in quality and requires a lesser amount of subsequent treatment and disinfection compared to using the surface water as a direct source (Eckert and Irmscher, 2006). The quality of surface water is often affected by agricultural runoff, industrial discharges and municipal outfalls which introduce a large variability of contaminants in the source water. During the subsurface passage the infiltrating water is subjected to a combination of physical, chemical, and biological processes such as filtration, sorption and biodegradation that can significantly improve the raw water quality (Hiscock and Grischek, 2002; Kuehn and Mueller, 2000; Ray et al., 2002). The quality improvements obtained by bank filtration may allow for significant reductions of turbidity, microbial contaminants, natural organic matter (Wang et al., 2002; Weiss et al., 2004), organic trace pollutants (Grünheid et al., 2005) such as pesticides (Ray et al., 2002c) and pharmaceutical residues (Massmann et al., 2008; Petrovic et al., 2009). On the other hand, hydrogeological or geochemical factors such as long flow paths and high sedimentary organic matter (SOM) concentrations or high dissolved organic carbon (DOC) concentrations in the raw, i.e., in the river water can cause adverse redox reactions that deteriorate the water quality by inducing the reductive dissolution of minerals and the associated increase of, for example, manganese and iron (Bourg et al., 2002) as well as trace metal concentrations in the infiltrated water.

During RBF the pumping-induced infiltration of surface waters typically affects the redox conditions in the hyporheic zone, resulting from DOC/SOM being degraded while sequentially consuming the terminal electron acceptors (TEAP) dissolved oxygen, nitrate, manganese and iron(hydr)oxides and sulfate. (Barry et al., 2002; Champ et al., 1979).
This sequential consumption of electron acceptors along the flow path of infiltrating river water and the development of distinct redox zones towards more reducing conditions in downstream direction has been documented for many cases. Bourg and Bertin (1993) used groundwater mixing and degradation of organic matter to explain the observed reducing zones in an aquifer adjacent to the Lot River (France). More recently Kedziorek et al. (2008) confirmed through geochemical modeling for the same site the occurrence of redox reactions and also showed that they affected groundwater quality away from the river bank.

Where hydrochemical monitoring covered longer time periods it was shown, in many cases, that redox gradients and zonation undergo strong temporal variations. Jacobs et al. (1988), for example, documented significant seasonal water quality changes along a saturated river-groundwater infiltration flow path. Similar to an RBF situation, a spatially and temporally varying redox zonation was also found below an artificial pond near Lake Tegel, Germany (Greskowiak et al., 2005a). For that site it was demonstrated that the redox zonation and its changes were driven by seasonally varying, temperature-dependent organic matter degradation. A complete removal of the PhAC phenazone was shown to occur when the aquifer remained aerobic, during colder months. It was substantially more persistent during the warmer months when anaerobic conditions dominated (Greskowiak et al., 2006; Massmann et al., 2008). Similarly, temperature dependent reactions of the key reductants were shown to be crucial for successfully modeling the redox zonation created by the injection of oxic surface water into a deep pyritic aquifer (Prommer and Stuyfzand, 2005). In their case, the consideration of heat transport that accounted for strong seasonal temperature variations was also shown to be highly valuable for an improved calibration of redox changes. Other cases also showed the use of temperature measurements to aid groundwater flow modeling (Anderson, 2005) and in modeling groundwater surface water interactions (Blaschke et al., 2003; Constantz, 2008; Doppler et al., 2007; Doussan et al., 1994; Stonestrom and Constantz, 2003).
Despite a continuously increasing interest in surface water/groundwater interactions, to date no detailed, model-based quantitative analysis of the temporal biogeochemical dynamics of RBF systems has been undertaken, linking dynamic flow processes with the effects of varying temperature, reaction kinetics and resulting overall biogeochemical turnover rates at the river groundwater interface. The objective of the present paper is to fill this gap and to identify and quantify the interactive, dynamic physical and chemical processes impacting water quality changes within the hyporheic zone and the extraction wells in an RBF system under seasonally changing hydrological and raw/river water hydrochemical conditions. We use data from a well-documented field site in the lower Rhine Valley near Düsseldorf (Germany) to develop and test a process-based reactive transport model.

Fig. 3: Location of the Flehe water works along Rhine River in Düsseldorf, Germany. The modeled x-section of the Rhine River, the observation wells and RBF well are shown. The alignment of other wells along the Rhine in the right bank is also shown by black dots, the position of the dots are only indicative and do not represent actual wells.
2.2 Study site

The RBF site used for our modeling study is the Flehe Waterworks well field, situated on the Eastern bank of the Rhine River (see Fig 3) in the outer side of the river bend between river kilometers 730.7 and 732.5 (Eckert et al., 2005; Schubert, 2002; Sontheimer, 1980). The Rhine River is at the site 400 m wide, has a median discharge of 2100 m$^3$/s, a hydraulic gradient of 0.2 m/km and a flow velocity of 1-1.4 m/s. The data analyzed by our study were collected between January 2003 and May 2004. During this period the highest recorded flood level was 36.35 m (above mean sea level) and the lowest observed level was 27.44 m. The median flow occurs at river levels of approximately 29.8 m (see Fig 4).

Fig. 4: Cross-section of the study site showing the pumping well and the observation wells near the right bank of the river.
The RBF system consists of a gallery of wells located 60 m from the bank. The wells are typically 0.60 m in diameter, 22 to 28 m deep with 15 m screen lengths and interconnected by siphon pipes. The design capacity of the well field is 44,000 m³/d, but the actual pumpage during the period of our study varied between 34 and 1480 m³/h (816 - 35,520 m³/d) including a number of short shut off periods. In total, 50 wells are located linearly in a reach of 1400 m parallel to the river on the North-East bank.

In the river water the temperature fluctuates seasonally between a minimum of 3 °C and a maximum of 27 °C and between 7 °C and 21 °C in the infiltrated water (see Fig 5). A distinct lag is apparent between the river temperature extremes of the river and the infiltrated water.

Fig. 5: Seasonal temperature variations of the Rhine River water and the filtrate at the RBF well.

2.2.1 Hydrogeology

The aquifer targeted by the RBF system consists of sandy gravelly Pleistocene sediments with an underlying confining layer of very fine Tertiary sands. The thickness of the aquifer at the Flehe site varies between 15 and 25 m (Schubert, 2002) as shown in Fig 4. The aquifer is exposed and hydraulically connected to the Rhine River. The average hydraulic conductivity of the aquifer is reported to range between $4 \times 10^{-3}$ m/s and $2 \times$
\(10^{-2} \text{ m/s} \) (Schubert, 2002). The riverbed at the site was previously reported to contain zones affected by riverbed clogging (Eckert and Irmscher, 2006; Schubert, 2002) whereby the permeability of the clogged zones was estimated to be as low as \(1 \times 10^{-8} \text{ m/s}\) and to affect mainly the riverbank (North-East) in the proximity of the wells. This zone was estimated in 1987 (Schubert, 2002) to extend to about 80 m, while a semi-clogged zone extended for another 100 m towards the center of the river with a higher permeability of about \(3 \times 10^{-3} \text{ m/s}\). The region beyond that up to the opposite bank (South-West) is reported to contain a movable bed and again somewhat higher permeability between \(4 \times 10^{-3}\) and \(2 \times 10^{-2} \text{ m/s}\). The clogging layers were reported to comprise of two distinct sub-layers, a mechanical layer due to in-trapping of suspended solids between the grains of the aquifer and a chemical layer formed due to precipitates. High loads of biodegradable substances in the river water were hypothesized to be responsible for the formation of this chemical layer beneath the infiltration areas where strong changes in redox-potential and pH values were expected to induce the precipitation of minerals such as siderite (FeCO\(_3\)) that successively reduced the available pore space (Schubert, 2002). However, since 1987, the extraction rates of the pumping wells, turbidity and organic loads in the Rhine River have decreased substantially. Therefore, the severity and extent of clogging has therefore successively been reduced (Grischek et al., 2010). The now more oxic conditions that prevail in the Rhine River preclude the presence of an excessive chemical clogging layer that was assumed to be present earlier.

### 2.2.2 Geochemical characteristics

The aquifer matrix consists largely of silicate sand and gravel. The geochemical analyses of 17 individual core samples, taken from three boreholes in the vicinity of the transect, showed that the average total carbon in the aquifer was about 0.14\% (ranging from 0.33\% to 0.02\%) of which about 0.03\% was inorganic. The average total sulfur content was generally less than 0.02\% (mostly pyrites). The top soil, as expected, contained more carbon, up to 3.5\%, the majority of it being the organic variety.
The water quality of the aquifer water was mostly monitored through two multilevel observation wells located at a distance of 40.2 m (well A) and 20.4 m (well B), respectively, from the production well towards the center of the river (Fig 4). Another multilevel observation well (well C) is located at 18.1 m North-East from the production well (Fig 4). Each observation well consists of three separate observation locations (1 - 3) numbered from the bottom towards the top located at elevations of 18.5, 23, and 26.5 m respectively. No hydro-geochemical data were available for observation well A.

2.3 Modeling of seasonal flow dynamics and nonreactive transport behavior

2.3.1 Conceptual model and numerical model set up

A vertical, cross-sectional model of unit width located along a streamline passing the observation wells was constructed to approximate the flow between the river, across the bank and towards the RBF well. The USGS model MODFLOW (Harbaugh et al., 2000) was used for the flow simulations while conservative transport of chloride (Cl-) and heat transport was simulated with the multi-species transport simulator MT3DMS (Zheng and Wang, 1999).

The cross-section was discretized into a grid of 390 m length in x-direction (335 m towards the river and 55 m towards the bank side of the pumping well located on the inland side of the model) and a total thickness of 25 m in z-direction. The bottom elevation of the model is positioned at 14 m above sea level while the top elevation is located at 39 m above sea level. The selected regular grid spacing was 5 m in x-direction and 0.5 m in z-direction. The selected grid and its boundaries are shown in Fig 6. The river is represented by a zone of high hydraulic conductivity in the top part of the model. The clogging layers are approximated by a 0.5 m thick layer with reduced hydraulic conductivities at the river bed near the pumping well. The model shows a confining unit at the bottom with a low hydraulic conductivity. The aquifer is shown in two layers in the intermediate depths; the hydraulic conductivities and the zonation of these, as well as that of the clogging layers, were adjusted during calibration.
Fig. 6: Model extent, grid discretization, hydraulic conductivity zones and hydraulic boundary conditions used in the numerical model. The well is located in the North-East (right bank) side of the model. GHB = General Head Boundary. $K_1 = 1.04 \times 10^{-6}$ m/s, $K_2 = 9.26 \times 10^{-4}$ m/s, $K_3 = 3.01 \times 10^{-3}$ m/s, $K_4 = 6.37 \times 10^{-3}$ m/s, $K_5 = 5.79 \times 10^{-5}$ m/s and $K_6 = 5.79 \times 10^{-4}$ m/s.
Table 2: Initial concentrations in the model and range of concentrations in the river and the groundwater (mol/L).

<table>
<thead>
<tr>
<th>Aqueous Component</th>
<th>Initial Concentration</th>
<th>River Water (mol/L)</th>
<th>Groundwater (mol/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(mol/L)</td>
<td>min</td>
<td>max</td>
</tr>
<tr>
<td>Orgc</td>
<td>$5.56 \times 10^{-5}$</td>
<td>$1.50 \times 10^{-4}$</td>
<td>$4.00 \times 10^{-4}$</td>
</tr>
<tr>
<td>Tmp</td>
<td>14</td>
<td>3.2</td>
<td>26.9</td>
</tr>
<tr>
<td>O(0)</td>
<td>$1.77 \times 10^{-4}$</td>
<td>$4.13 \times 10^{-4}$</td>
<td>$8.35 \times 10^{-4}$</td>
</tr>
<tr>
<td>Ca</td>
<td>$1.98 \times 10^{-3}$</td>
<td>$1.32 \times 10^{-3}$</td>
<td>$1.97 \times 10^{-3}$</td>
</tr>
<tr>
<td>Mg</td>
<td>$4.34 \times 10^{-4}$</td>
<td>$3.88 \times 10^{-4}$</td>
<td>$5.97 \times 10^{-4}$</td>
</tr>
<tr>
<td>Na</td>
<td>$1.45 \times 10^{-3}$</td>
<td>$8.27 \times 10^{-4}$</td>
<td>$2.91 \times 10^{-3}$</td>
</tr>
<tr>
<td>K</td>
<td>$1.06 \times 10^{-4}$</td>
<td>$8.19 \times 10^{-5}$</td>
<td>$1.66 \times 10^{-4}$</td>
</tr>
<tr>
<td>Fe(2)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fe(3)</td>
<td>$1.25 \times 10^{-6}$</td>
<td>$6.99 \times 10^{-8}$</td>
<td>$1.06 \times 10^{-5}$</td>
</tr>
<tr>
<td>Mn(2)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mn(3)</td>
<td>$5.46 \times 10^{-7}$</td>
<td>$1.13 \times 10^{-7}$</td>
<td>$1.24 \times 10^{-6}$</td>
</tr>
<tr>
<td>Cl</td>
<td>$1.07 \times 10^{-3}$</td>
<td>$6.84 \times 10^{-4}$</td>
<td>$3.12 \times 10^{-3}$</td>
</tr>
<tr>
<td>C(4)</td>
<td>$4.53 \times 10^{-3}$</td>
<td>$2.30 \times 10^{-3}$</td>
<td>$3.63 \times 10^{-3}$</td>
</tr>
<tr>
<td>C(-4)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S(6)</td>
<td>$5.17 \times 10^{-4}$</td>
<td>$4.79 \times 10^{-4}$</td>
<td>$9.37 \times 10^{-4}$</td>
</tr>
<tr>
<td>S(-2)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>N(5)</td>
<td>$1.82 \times 10^{-4}$</td>
<td>$8.87 \times 10^{-5}$</td>
<td>$2.63 \times 10^{-4}$</td>
</tr>
<tr>
<td>N(3)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>N(0)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Amm</td>
<td>0</td>
<td>$1.11 \times 10^{-6}$</td>
<td>$1.17 \times 10^{-5}$</td>
</tr>
<tr>
<td>pH</td>
<td>7.3</td>
<td>7.8</td>
<td>8.7</td>
</tr>
<tr>
<td>Alkalinity c</td>
<td>$4.10 \times 10^{-3}$</td>
<td>$2.27 \times 10^{-3}$</td>
<td>$3.72 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

The inland flow boundary condition at the North-East (right) boundary of the model domain was defined as a general head boundary (GHB), i.e., 3rd type boundary, which permits two way flow, defined by the head difference across the boundary. A time series of groundwater head data was generated for 516 days from the weekly observations recorded at a well located at 195 m distance inland from the pumping well, i.e., outside the model region and used for the North-East (right) flow boundary condition. At the South-West (left) boundary a general head boundary was introduced below the river and was positioned well beyond the center of the river. The hydraulic head of this boundary
was set as equivalent to the North-East (right) boundary. The bottom boundary was assumed to be a no-flow boundary. The cells located below the minimum water level in the river area were defined as constant head boundaries, whereby the constant heads correspond to the measured transient river stage data. The pumping wells and their rates were defined as a specified flux boundary, whereby the rates were defined per meter of the reach parallel to the river. The initial heads over the model domain were obtained from the average heads determined from the multilevel observation wells. A model spin-up period of 60 days was used to remove any biases introduced by the adopted initial conditions in the model. The simulation period of 516 days was discretized into 531 individual stress periods.

2.3.2 Non-reactive transport model

Based on the computed transient flow field, chloride and heat transport were simulated. Following comparable earlier studies (Greskowiak et al., 2006; Prommer and Stuyfzand, 2005) the simulations of the temperature considered advective-dispersive transport of heat and heat exchange with the sediment matrix but neglected heat conductance within the matrix itself. It was assumed to have little impact compared to the transport by advection and dispersion. The retardation of temperature was approximated by equilibrium controlled linear isotherm with an adsorption coefficient of $2 \times 10^{-7}$ L/mg (Parkhurst and Appelo, 1999) Zheng, 2010) corresponding to a retardation coefficient of 2.24. Variations in temperature can in principle also cause changes in density and viscosity which could then affect the groundwater flow process. However, for temperature variations below a range of 15 °C, the effects were reported to be small (Ma and Zheng, 2010) and thus neglected. For simplicity our flow and transport modeling study assumes constant density, constant viscosity and also time invariant hydraulic conductivities. The latter was assumed to be valid for the entire simulation period. A flood event that may have been substantial enough to change the river bed’s hydraulic conductivity had only occurred at the very beginning of the considered time period, i.e., during the model spin-up phase.
The observed and interpolated data for chloride concentrations and the temperature in the Rhine River were used to define their values in cells representing surface water in the model as one of the boundary conditions. The chloride and temperature observed at the three discrete depth of monitoring well C (located 18 m North-East from the RBF well) were taken to define the North-East (right) boundary condition. These values were almost uniform, the temperature averaged 13.5 °C (ranging from 13.2 to 14 °C), while the chloride data averaged $9.50 \times 10^{-4}$ mol/L (ranging from $1.76 \times 10^{-4}$ to $1.43 \times 10^{-3}$ mol/L). The same set of groundwater data was used to describe the South-West (left) boundary underneath the river. The initial concentrations in the model domain were set to the initial values observed at the corresponding observation points.

During model calibration the hydraulic conductivities and extent of their zones were varied to initially obtain an acceptable fit between the simulated and the observed chloride data, and then refined further using the measured temperature data as calibration constraints.

### 2.3.3 Residence time simulations

The calibrated model was used to analyze and illustrate groundwater travel times. These simulations were also carried out with MT3DMS, whereby a zeroth-order irreversible production rate without sorption (Zheng, 2010) was incorporated to account for the steadily increasing age of the groundwater. Using an initial age of 0 at the start of the simulation, the simulated travel time at any particular instance is denoted by the residence time or age of water in days since the start time of the model simulation; however, this is not the real age of the groundwater. The simulation of the age distribution can indicate zones where water of little residence time dominates and/or zones where water is more stagnant. In the RBF case, the simulated age of the groundwater represents the total contact time between the infiltrating surface water and the subsurface environment.
2.4 Reactive transport model

The coupled transport and biogeochemical processes were simulated with the MODFLOW/MT3DMS/PHREEQC-based multi-component reactive transport model PHT3D (Prommer et al., 2003), which employs a non-iterative sequential operator splitting approach for a coupled simulation of physical transport and reactive processes. In all simulations the temporal discretization was selected and tested to eliminate temporal operator split errors. Transport parameters estimated in the non-reactive transport simulations were utilized unchanged in the subsequent reactive transport simulations. A site-specific reaction network that translates the conceptual hydrogeochemical model into a numerical model was formulated and implemented into the PHREEQC/PHT3D reaction database (see Appendix A).

2.4.1 Reaction network

In RBF systems, organic matter contained in the infiltrating water and the aquifer sediment generally provides the major driving force for a spatial and temporal redox zonation. The degradation of organic matter is thermodynamically linked to the sequential removal of electron acceptors. The geochemical data from the Flehe site indicated that conditions within the RBF systems were mostly aerobic or denitrifying. In contrast to earlier years, when the Rhine River carried higher DOC loads, elevated levels of manganese or iron do not occur today.

The observed data indicated that a constant recalcitrant residual fraction of about $9 \times 10^{-5}$ mol/L DOC remained in the infiltrated water, unaffected by the hydrological and physico-chemical dynamics of the river. During initial model runs it showed that the degraded amount of DOC contained in the river water alone did not explain the corresponding consumption of oxygen and nitrate. This suggested that another source of reduction capacity must exist in the aquifer. Underpinned by the results of sediment analyses, SOM was assumed to be present in the aquifer and its degradation contributing to the overall consumption of the terminal electron acceptors (Greskowiak et al., 2006; Kedziorek et al., 2008). In the model, SOM was allowed to degrade while the DOC
originating in the river water was only allowed to degrade until the measured recalcitrant concentration was reached.

The aerobic degradation of DOC/SOM is

\[ \text{CH}_2\text{O} + \text{O}_2 \rightarrow \text{CO}_2 + \text{H}_2\text{O} \]  \hspace{1cm} (1)

while DOC/SOM coupled to denitrification is described by

\[ 5\text{CH}_2\text{O} + 4\text{NO}_3^- + 4\text{H}^+ \rightarrow 5\text{CO}_2 + 2\text{N}_2 + 7\text{H}_2\text{O} \]  \hspace{1cm} (2)

These degradation processes are kinetically controlled and described in the model by a Monod-type rate expression (Barry et al., 2002; Brun and Engesgaard, 2002; Lensing et al., 1994):

\[
r_{\text{DOC/SOM}} = f_T \left[ r_{\text{ox}} \left( \frac{C_{\text{ox}}}{K_{\text{ox}} + C_{\text{ox}}} \right) + r_{\text{nitr}} \left( \frac{C_{\text{nitr}}}{K_{\text{nitr}} + C_{\text{nitr}}} \right) \times \left( \frac{K_{\text{inh-ox}}}{K_{\text{inh-ox}} + C_{\text{ox}}} \right) \right] \tag{3}
\]

where \( r_{\text{ox}} \) and \( r_{\text{nitr}} \) are rate constants with respect to dissolved oxygen and nitrate, respectively. \( C_{\text{ox}} \) and \( C_{\text{nitr}} \) are the concentrations of dissolved oxygen and nitrate. \( K_{\text{ox}} \) and \( K_{\text{nitr}} \) denote the half saturation constants for dissolved oxygen and nitrate. \( K_{\text{inh-ox}} \) is an inhibition constant, while \( f_T \) is a factor that incorporates the effect of temperature on the degradation rates, as proposed by e.g., Kirschbaum (1995) for soil organic matter and as applied by Greskowiak et al. (2006). The temperature correction factor, \( f_T \) at a specific temperature \( T \) (in °C) is:

\[
f_T = \exp \left[ \alpha + \beta T \left( 1 - 0.5 \frac{T}{T_{\text{opt}}} \right) \right] \tag{4}
\]

where, \( \alpha \) and \( \beta \) are fitting parameters and \( T_{\text{opt}} \) is the optimal temperature at which the degradation rate is fastest, which is taken to be 35 °C.
The consumption of electron acceptors was automatically accounted for by using a partial equilibrium approach (PEA). The PEA assumes the oxidation step (e.g., of DOC) as rate-limiting step described by a kinetic reaction (e.g., Brun and Engesgaard, 2002; McNab and Narasimhan, 1994; Postma and Jakobsen, 1996), which allows the electron accepting step to be approximated by an instantaneous equilibrium reaction. This concept was successfully used for a range of closely related reactive transport problems in which DOC and/or SOM degradation was simulated, e.g., by Greskowiak et al. (2005b) and Prommer et al. (2006).

Precipitation and dissolution of minerals was not seen to affect the hydrochemical composition along the flow path significantly and was therefore excluded in the modeled reaction network.

2.4.2 Boundary conditions

The ambient groundwater and the imposed river water compositions used in the model were defined on the basis of the measured water compositions (Table 2). The measured compositions were slightly adjusted to obtain charge-balanced aqueous solutions. While the raw data set did not include observations for total inorganic carbon (TIC), it was estimated indirectly with PHREEQC from the measured alkalinity data and corresponding pH measurements. Temporal variations in the measured river water quality were reflected in the model by an appropriate adjustment of the water compositions for each defined stress period. The composition of the groundwater entering via the two general head boundaries was constructed for each stress period on the basis of the observed groundwater composition at monitoring well C (Table 2).

2.5 Results and discussion

2.5.1 Chloride and heat Transport

After calibration of hydraulic conductivities and dispersivities, the observed chloride concentrations and the temperature dynamics in the three filter screens of monitoring well B could be adequately simulated by the non-reactive transport simulations (Fig 7).
The results show, as expected, that the temperature variations are more attenuated at the deeper observation point (B1) than at the upper depth levels (B2 and B3), while there is still a considerable seasonal variability in the filtered water temperature. At the RBF well, the simulation is shown for both the top and bottom of the well. It should be noted that the pumping well observations are subject to considerable intermixing and turbulence within them. The ultimate water composition of the pumped water depends on the relative contribution of each of the two fractions in terms of water fluxes and chemical composition. The model simulations only reproduce the monitored water composition if (i) the hydraulic conditions on both sides of the RBF well and (ii) the quality of the
pumped waters on both sides are approximated well enough by the model. From the comparison of simulated and observed chloride concentrations and temperature within the RBF well (Fig 7), it can be concluded that the model captures the relative contributions of landside and river side water fluxes in the RBF well very well.

The calibrated clogging layer distribution and hydraulic conductivities are depicted in Fig 6, showing the position of the clogging layers (marked as K1 and K2) with equivalent hydraulic conductivities of $1.04 \times 10^{-6}$ m/s and $9.26 \times 10^{-4}$ m/s respectively with a thickness of 0.50 m. The aquifer is represented by two layers of different hydraulic conductivities ($K3 = 3.01 \times 10^{-3}$ m/s and $K4 = 6.37 \times 10^{-3}$ m/s). Delineating a higher conductive zone in the lower part of the RBF aquifer improved the fit between the observed and simulated values in the borehole B and the RBF well. The zone K6 is the top soil, and K5 is the confining unit at the bottom with low conductivities of $5.79 \times 10^{-4}$ m/s and $5.79 \times 10^{-5}$ m/s respectively.

2.5.2 Residence time simulations

Simulation of groundwater age, as mentioned earlier, illustrates the dynamic nature of the distribution of the residence time of the infiltrating water. The age distribution becomes distinctly different depending upon the stage of the river water. During high flows, when the water levels rise up and above the clogged zones, more water originating from the river and with lower residence time arrives at the RBF well. During a flooding event, such as that occurring at ~67 days after the start of the simulation, the infiltrating water travels rapidly around the clogging layer towards the well flowing through the previously unsaturated zone with a high pore velocity of up to 10 m/d. Fig 8 shows the age distribution of infiltrating water at 68 days, a day after the flood peak. The age of the water reaching the top screen of the RBF well is greatly reduced from an average age of 40 days to approximately 8 days.

An example for a low river stage period is shown in Fig 9 at 340 days from the start of the simulation. At this period, the age of water entering the RBF well is significantly older, around 60 days. The water withdrawn by the RBF well is characterized by an
Fig. 8: Simulated groundwater age distribution (age since start of simulation) $t = 68$ days. The clogging layer is shown in bold line in the middle portion of the river bed.

Fig. 9: Simulated groundwater age distribution (age since start of simulation) $t = 340$ days. The clogging layer is shown in bold line in the middle portion of the river bed.
increased subsurface residence time and a major portion of the area between the river and the RBF well contains such water. This provides more time for the consumption of the electron acceptors. Fig 9 also shows that at this instant groundwater from the North-East (right) boundary is contributing more to the flow at the RBF well. In reality this water is of course older as it is mostly recharged at larger distances within the well capture zone. Instead, the simulated age indicates the travel time since entering the model domain at the North-East (right) boundary.

2.5.3 Spatial and temporal variability of redox and secondary reactions

The observed and simulated concentrations of the major ions, dissolved oxygen and DOC were compared for the observation points at monitoring well B and the RBF pumping well by calibrating the parameters that control the reaction kinetics (see Table 3).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Degradation of DOC</th>
<th>Degradation of SOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate constants (Eq. (3))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r_{ox} )</td>
<td>( 1.3 \times 10^{-9} ) mol/L/s</td>
<td>( 1.90 \times 10^{-11} ) mol/L/s</td>
</tr>
<tr>
<td>( r_{nitr} )</td>
<td>( 8.0 \times 10^{-10} ) mol/L/s</td>
<td>( 1.20 \times 10^{-11} ) mol/L/s</td>
</tr>
<tr>
<td>Half saturation constants (Eq. (3))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K_{ox} )</td>
<td>( 2.94 \times 10^{-4} ) mol/L</td>
<td>( 1.00 \times 10^{-5} ) mol/L</td>
</tr>
<tr>
<td>( K_{nitr} )</td>
<td>( 1.55 \times 10^{-4} ) mol/L</td>
<td>( 1.00 \times 10^{-5} ) mol/L</td>
</tr>
<tr>
<td>Inhibition constant (Eq. (3))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K_{inh,ox} )</td>
<td>( 1.00 \times 10^{-5} ) mol/L</td>
<td>( 1.00 \times 10^{-5} ) mol/L</td>
</tr>
<tr>
<td>Temperature factor (Eq. (3))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha )</td>
<td>-1.50</td>
<td>-1.50</td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.18</td>
<td>0.18</td>
</tr>
<tr>
<td>( T_{opt} )</td>
<td>35 °C</td>
<td>35 °C</td>
</tr>
</tbody>
</table>

These parameters are determined from model calibration and adopted from literature (Appelo and Postma, 2006; Greskowiak et al., 2006; Prommer and Stuyfzand, 2005).

Fig 10 shows both the observed and the simulated concentrations of DOC and dissolved oxygen for the three different screens of observation well B (B1-B3) and for the RBF pumping well. For the latter, the simulation results are plotted for the top of the RBF well screen as well as the bottom of the screen. These plots also show the results of the corresponding conservative transport simulations in which all biogeochemical reactions...
were disabled. The nonreactive case shows simulated oxygen concentrations at the observation points comparable to those found in the river water. In contrast, in the reactive simulations in which DOC and SOM are degraded, oxygen is successively consumed along the flow path between the river bed and the RBF well. In monitoring

Fig. 10: Simulated (lines) and observed (o) concentrations of DOC and dissolved oxygen. Red lines show the reactive transport results in comparison with the results of non-reactive simulations (black lines). The dashed lines indicate the Rhine river concentrations.
Fig. 11: Simulated (lines) and observed (o) concentrations of nitrate (N(5)) and sulphate (S(6)). Red lines show the reactive transport results in comparison with the results of non-reactive simulations (black lines). The dashed lines indicate the Rhine River concentrations. The concentrations of S(6) for the reactive simulations and the corresponding non-reactive simulations do not differ and appear as a single line.

Well B, oxygen is present for most of the time, i.e., between day 0 and day 230 and then again from day 350 after the start of the simulation. Between day 230 and 350 (June-September 2003), oxygen became fully depleted in close proximity to the river bed (results not shown) and thus before the infiltrate’s arrival at B1-B3 and at the RBF well, respectively (Fig 10). During this period, anoxic, denitrifying conditions develop (Fig
11). While conservative and reactive simulations produce similar nitrate breakthrough concentrations before day 230 and after day 350, respectively, the simulation results diverge between day 230 and day 350. Thereby, the reactive simulations, in which denitrification coupled to oxidation of DOC/SOM is active, provide a much better fit to the observed data.

Note, that from the available data it was not possible to uniquely reconstruct where the SOM was consumed (and at what rate). In the absence of a detailed characterization of SOM within the aquifer, we made the simplifying assumption of a homogeneous distribution. If SOM had been assumed to be predominantly present in the colmation zone, the calibrated maximum degradation rate constants would have been higher to compensate for the effect that along the remaining travel path less or no SOM degradation occurs. Our calibrated model gives therefore only one of multiple possible realizations of how the degradation processes may have occurred, i.e., other combinations of SOM distribution and SOM reaction rate constants could possibly also have explained the measured data.

Fig 11 also demonstrates that measured sulfate breakthrough curves are well-matched even though sulphate reduction was not considered in the model. This illustrates that presumably no sulfate reduction, and even more unlikely, methanogenesis, has occurred under the investigated hydraulic conditions. Further, protons produced by aerobic organic matter degradation appeared not to be buffered, e.g., by calcite dissolution. The pH decrease, TIC increase and the stable calcium concentrations were adequately reproduced by the model without accounting for calcite dissolution. These are shown Fig 12 at the observation well in points B1 and B2.

In contrast to the variable temperature simulation, simulations with constant temperatures of 5 °C, 15 °C and 25 °C were not able to reproduce the drastic seasonal change in dissolved oxygen concentration at all (only shown for B1, Fig 13a). The 5°C simulation overestimates the measured dissolved oxygen concentrations during summer, while on the other hand the 25 °C simulation cannot account for the high concentrations observed
during winter. Employing the mean of the observed temperature, the simulation results of the 15 °C simulation were, as expected, closest to the variable temperature simulation.

![Fig. 12: Simulated and measured concentrations of Ca, C(4) and pH levels at the observation points B1 and B2.](image)

However, the variable temperature simulation provides overall still a clearly better fit to the data, specifically for the earlier phase of the simulation (days ~100 to ~150), but also between ~day 250 and day 300, when the model correctly predicts complete oxygen depletion. It should be noted that the two coefficients employed in the temperature correction function \( f_T \) (Equation (4)) were taken from Greskowiak et al. (2006) without any further adjustments.
To approximate and analyze the extent of biodegradation that has occurred along the flow path between the river bed and a particular observation point (i.e., monitoring well) the amount of electrons transferred from DOC/SOM to the electron acceptors oxygen and nitrate were computed from

$$ET(t) = \sum_{i=1,2} \Delta C_i(t) \times Eeq_i$$

(5)

where $\Delta C_i$ is the differences in electron acceptor concentrations between reactive and non-reactive simulation and $Eeq_i$ is the corresponding half reactions of the redox reactions (1) and (2), respectively.

The comparison of the extent of biodegradation under constant temperatures (Fig 13b) and the residence time (Fig 13c) simulated at the monitoring wells (only shown for B1) can illustrate the impact of the residence times alone. If the flow velocity would have been constant, the residence time and thus the extent of biodegradation under constant temperatures would have been constant, too. However, in reality this was not the case. Instead, the flow velocity continuously varied throughout the simulation. Thus, the simulated variations in the extent of biodegradation for constant temperatures (Fig 13b) can be attributed to the variations in residence times (Fig 13c). This is, for example, the case for the variations in the biodegradation extent between 50 and 150 days after the start of the simulation. These variations also occur in the variable temperature simulation and thus it becomes clear that their main cause was due to changes in residence time. Similarly, the strongly changing biodegradation extent between 310 and 380 days after the start of the simulation were also mainly caused by changes in residence time rather than temperature. Related to this, the observed short occurrence of denitrifying conditions between day 300 and 340 after the start of the simulation resulted from the temporary increase in residence time. This means, the short term variations in the extent of biodegradation under varying temperature (Fig 13b) are mainly due to the variations in residence times, while the longer term, i.e., seasonal variations can be attributed to both, temperature and residence time effects.
Fig. 13: a) Observed and simulated concentrations of dissolved oxygen at B1 for various assumptions of temperature in redox modeling, (b) Extent of biodegradation at B1 in terms of transferred electrons (see text), and (c) simulated age/residence time of water at the observation point B1.

2.6 Summary and Conclusions

In the present study a process-based reactive transport model was developed to analyze and explain the dynamically changing hydrochemical processes at one of the riverbank filtration sites operating along the Rhine River. At this site, the predominant processes
were aerobic respiration and, for a shorter period, partial denitrification in the river bank, leading to considerable variability in dissolved oxygen and nitrate concentrations at the monitoring and the production wells. Our results demonstrate that seasonal temperature changes in combination with drastic changes in residence time strongly affected the extent of biodegradation and thus electron acceptor consumption along the flow path.

Higher biodegradation rates and thus more reducing conditions were present at higher temperatures during summer, while low temperatures decreased the microbial activity and led to a breakthrough of dissolved oxygen at the monitoring and production wells. The observed strong seasonal changes in breakthrough of dissolved oxygen concentrations was better predicted when biodegradation rate constants were made dependent on temperature, compared to simulations where the effect of temperature was neglected (constant temperature simulations).

Flood events in the Rhine River and the higher hydraulic gradients caused drastically reduced travel times (~7 days) to the RBF well, compared to average travel times of 25-40 days. On the other hand, low flow conditions increased the residence time of the infiltrating water to more than 60 days to emerge in the RBF well. The latter were responsible for the temporary shift to denitrifying conditions that were observed during this period. In general, short term variations in the extent of electron acceptor consumption rates resulted from rapid changes in residence time rather than gradual changes in temperature.

The present study elucidates and quantifies biodegradation and the development and extent of redox zones, and how they respond to the highly transient hydrological and physico-chemical variations that are representative of, but not limited to, the Flehe RBF site. Such an understanding about temporally changing extents of oxic and anoxic zones in RBF systems, as well as the residence time in these zones, is crucial for assessing the breakthrough behavior of redox sensitive trace organic compounds, which are recognized as a concern in drinking water production areas.
CHAPTER 3. MODELLING OF FIELD-SCALE \textit{ESCHERICHIA COLI} TRANSPORT DURING RIVER BANK FILTRATION

Abstract

Rivers and lakes, source waters for RBF systems, can contain high concentrations of microbial pathogens. Therefore, the fate and transport of pathogens in an RBF system is of common interest. Microbial transport is modeled in groundwater using the advection-dispersion transport equation adding on the mass-transfer processes of attachment, detachment and inactivation often approximated with linear kinetic reaction expressions. The rates defined by these processes are velocity dependent and could not be used directly for a transient RBF model where the velocity fields are constantly changing.

The concepts of the classical colloid filtration theory and the advection dispersion transport equations were combined together to develop a procedure to incorporate the transient flow fields and the dynamic boundary conditions in a multicomponent reactive transport model using PHT3D and MODFLOW. This enabled the use of a single set of parameters to describe the breakthrough of microbes even for different flow velocities. The approach was verified on a published benchmark 1-D study in which column experiments were run at different velocities.

This approach is extended to model the transport of \textit{E. coli} and Coliforms in a large full scale operating RBF scheme. The model was able to replicate the occurrence of the breakthrough during high floods as well as the non-occurrence during other times. The processes of detachment, incorporation of biological and physiological processes such as growth, morbidity, starvation, active adhesion and microbial mobility are components that have been simplified or excluded in the model could be improved in the future.
3.1 Introduction

Riverbank filtration has been an accepted method of (pre)treatment for water supply from rivers (or lakes) which markedly improves the source water quality (e.g., Ray et al., 2002b). Pumping water from wells located adjacent to or below a river or a lake induces surface water to infiltrate through the aquifer to the wells attenuating contaminants and pathogens present in the source water (Sontheimer, 1980; Tufenkji et al., 2002; Schijven et al., 2003; Gollnitz et al., 2003). Depending on situations surface waters can contain elevated concentrations of pathogenic contaminants – viruses, bacteria and protozoa while water utilities must supply water that meets the stipulated water quality standards, such as those prescribed by the National Primary Drinking Water Regulations in US (EPA, 2009). The bacteria of common interest, *Escherichia coli* (*E. coli*), are gram-negative, facultative anaerobe rod-shaped faecal coliforms and commonly found in the intestines of animals and humans. The diameter ranges from 1.1 to 1.5 µm and the length typically varies from 2.0 to 6.0 µm in size (Prescott et al., 1996). The presence of *E. coli* in water is a strong indication of recent sewage or animal waste contamination and, therefore, it is commonly used as a biological indicator for contamination (Edberg et al., 2000).

The ultimate source of pathogenic bacteria is excretion from human, cattle and various domestic and wild animals. These pathogens are present in source waters due to surface runoff from watersheds (Oliver et al., 2005), overflows and leakages from cesspits and septic tanks (Ferguson et al., 2003), land application of manure (Pachepsky et al., 2006) and wastewater effluents (Fong et al., 2007). The concentrations of total coliforms, *E. coli* or enterococci in sewage range up to 10 million cells per 100 mL (Geldreich, 1996). Pathogens were ranked as the number one cause for impairment of rivers and streams in US, rendering 31% of the assessed rivers and streams to be contaminated (EPA, 2010). Almost half of this impairment is attributed to presence of *E. coli*. It is only natural that a greater scrutiny be placed on the performance of RBF systems as they draw water from water bodies that are so widely contaminated with *E. coli*. It is, therefore, important to understand the transport and fate of these bacteria in an RBF system. Modeling studies that assist with the interpretation of experimental studies at laboratory and field-scale can
provide important insights into the mechanisms of the transport and attenuation. For the present study, we modified the biogeochemical transport model PHT3D to allow for the simulation of pathogenic contaminants and tested the model against experimental data from laboratory and field investigations. For the latter, we selected data collected at the Flehe water works, where a large RBF system is located along the Rhine River in Dusseldorf (Germany).

The Flehe Water Works has been using riverbank filtration since 1870 as the major source for public water supply drawing water from the right bank of River Rhine (Schubert, 2002; and Eckert and Irmscher, 2006). Using a comprehensive field data set from the Flehe site, a recent reactive transport modeling study (Sharma et al., 2012) investigated the major hydrogeochemical processes, and particularly the transient redox conditions that occurred in response to the variability of the degradation of dissolved organic carbon. The study showed the importance of the transient conditions that occur in the RBF system, especially the fluctuating river water level, dynamically changing residence times, boundary conditions and the redox conditions of the aquifer. The present study builds upon the above-mentioned flow and reactive transport models to further investigate and analyze the microbiological transport phenomena that occur during riverbank filtration. Microbiological monitoring data including the total coliforms and *E. coli* concentrations at the river, RBF pumping well and a number of observation points were obtained from the waterworks and used in this study.

Though there are scores of related saturated column modeling studies, no actual field scale numerical modeling of microbial transport of RBF scheme is reported in the literature. Most of the column studies are conducted with a fixed uniform velocity, and these typically look at one-dimensional problems, whereas the RBF systems are more dynamic with constantly varying water levels, pumping rates, velocity fields as well as changing water quality parameters. Flow characteristics differ not only in time but also vary within the aquifer domain. The classical filtration theory (Yao et al., 1971; Tufenkji and Elimelech, 2003) uses flow velocity as one of the parameters to compute single collector contact efficiency and attachment or sticking rates. Because the velocities are constantly changing, these rates are also varying within the aquifer and over time.
Incorporation of such a transient data set to determine effects of a number of velocity dependent processes at the local (micro) level and integration of its effect over a dynamic system such as the RBF is a task that is possible only through numerical modeling. It is desirable to identify the dominant processes, formulate a numerical model incorporating these processes, and simulate such a model with a real field scenario. No numerical modeling of pathogen transport of a full scale RBF exists to our knowledge. This study addresses this gap by improving and testing the previously existing multi-component reactive transport model PHT3D (Prommer et al., 2003), which couples the widely used solute transport model MT3DMS (Zheng and Wang, 1999) with the geochemical model PHREEQC (Parkhurst and Appelo, 1999).

3.1.1 Objective:

- Develop a versatile model that allows to integrate, and test previously developed approaches.

- Apply to a benchmark model to demonstrate accuracy of modeling tool (reproduce previously published model results and data for column-scale experiment).

- Test/evaluate the model for a RBF scheme subject to transient flow conditions.

3.1.2 Background literature on microbial removal

The fate and transport of colloids and microbes in saturated media has been widely studied and discussed in the literature (e.g. Corapcioglu and Haridas, 1984; Harvey, 1997; Ginn et al., 2002; Tufenkji, 2007; Bradford et al., 2006a and 2007; Foppen and Schijven, 2006; Sen, 2011) where the major processes have been described to be influenced by advection, dispersion, attachment, detachment, straining and growth and inactivation processes. The attachment processes have been described in the above-mentioned review papers in various forms of equilibrium, kinetic and irreversible processes. Straining is often described by “clean-bed” filtration theory as a physical trapping of microbes in pore throats that are smaller than the microbes. Growth and inactivation processes are often deemed insignificant in groundwater microbial modeling
with assumptions of oligotrophic conditions. This is also needed to simplify the numerical approaches as modeling living organisms and biological processes are too complex such that it is hard to specify any definitive correlations between bacterial properties and transport (Ginn et al., 2002). Growth or decay may not be significant for short column studies, where the time scales are smaller, but their effect would be important in field scale studies where the time scales are much larger. It is usually addressed by incorporating net decay rates (John and Rose, 2005), which may or may not be different for the aqueous (free microbes) or solid (attached microbes) phases.

Classical colloid filtration theory (CFT) has been traditionally used to describe irreversible attachment of colloids focusing on the probability of colliding with a collector surface and remaining attached which depends upon the shape and size of the colliding particles and collectors (Yao et al., 1971; Rajagopalan and Tien, 1976; Tufenkji and Elimelech, 2003). This theory was applied to and found to reasonably account for a natural-gradient tracer test and the down-gradient transport of indigenous bacteria in a small scale (7 m) field experiment (Harvey and Garabedian, 1991). The colloid filtration theory has been extended further to include dynamics and kinetics of deposition (Ryan and Elimelech, 1996; Torkzaban et al., 2007) incorporating Derjaguin-Landau-Verwey-Overbeek (DLVO) theory (Hermansson, 1999). Further development has looked at existence of favorable and unfavorable colloidal interactions (Tufenkji and Elimelech, 2004), attachment processes (Ding, 2010; Foppen et al., 2010 and Bradford et al., 2011) and straining (Bradford et al., 2006; Foppen et al., 2005; Foppen et al., 2007; Bradford et al., 2007 and Torkzaban et al., 2008) incorporating effects of grain size and interstitial velocity (Syngouna and Chrysikopoulos, 2011), solution chemistry (Schinner et al., 2010; Kim and Walker, 2009) or even microbial physiology and characteristics (Simoni et al., 1998, Lutterodt et al., 2009; Bolster et al., 2006) etc. A bulk of the research has focused on the pore-scale processes and laboratory columns in controlled scenarios. The column experiments mostly involve obtaining breakthrough curves of microspheres or microbes through various media such as quartz sand, glass beads, and undisturbed and re-compacted soil cores. Most often, the results of 1-D numerical models are fitted to the breakthrough curves and are used to estimate various transport parameters.
There have been a number of studies that have extended the theory and experiments to larger columns or field scales where greater environmental variables come into play such as aquifer and microbial heterogeneity, and distribution of microbial characteristics affecting transport parameters, e.g. sticking (attachment), detachment, straining and inactivation or decay coefficients. Harvey et al. (1993) determined in a field experiment that sorption was mainly responsible for immobilization of microbe-sized colloids and that straining appeared to be primarily responsible in flow-through columns repacked with the same aquifer sediments. It was concluded that the physical variability in aquifer sediment structure can be an important factor in microbial transport. DeFlaun et al. (1997) report results of a field experiment in a sandy aquifer with a 30 m flow cell using native bacteria with low adhesion to sediments where a breakthrough was observed at a distance of 4 m though the bulk of the injected biomass was retained within 0.5 m of the source. It was suggested that the single strain of bacteria could have subpopulations with distinctly different transport properties, some capable traveling far and others not.

Schijven et al. (1998) showed, through injection and recovery field experiments in coastal dunes in The Netherlands, that the faecal indicator bacteria concentration was reduced by approximately an order of magnitude within 2 m of travelling. Hijnen (2005) performed column experiments using natural soil and water of an infiltration site with fine sandy soil, and an RBF site with fluvial gravel soil. It was concluded that detachment and retardation played significant roles in microbial transport while the contribution of straining varied and made difficult the task of up-scaling column test results to field scales. Levy et al. (2007) looked at bacterial transport through 32 intact cores of glacial-outwash aquifer sediments and report kinetic detachment occurring due to the observation of extending tailings. They also attempted to develop regression relationships based on the sediment characteristics to predict bacterial transport as an alternative to colloid filtration theory. Zhang et al. (2001) studied bacterial attachment and detachment kinetics in a well instrumented field scale and suggest that the laboratory determined kinetic constants might under-predict the extent of microbial transport, which was also reported by others (Hall et al., 2005, Scheibe et al., 2011).
Some literatures were found to have studied microbial subsurface transport analysing groundwater contamination subject to sewage effluent irrigation (Wall et al., 2008) and setback distances of wells from septic tanks (Pang et al., 2004). These cases involve releasing very large amounts of pathogen, exceeding by far the typical environmental levels, in surface waters and involve coarse-grained aquifers with very high yields and faster travel speeds. Rapid surface water-groundwater interchange was also noted to cause ground water contamination in South Bass Island, Ohio, USA (Fong et al., 2007) where a severe episode of microbiological contamination of Lake Erie (USA) caused wide scale groundwater contamination in the adjoining aquifer. Each of the 16 tested drinking water supply wells in the island was found to be positive for both total coliform and *E. coli*.

A number of field studies or site monitoring has documented reduction of pathogens, surrogates and indicators in RBF systems. A one year study (Weiss et al., 2005) with monthly sampling of river water and production wells in three full-scale riverbank filtration (RBF) facilities, located in the United States along the Ohio, Missouri, and Wabash Rivers for microbial monitoring report that total coliforms were rarely detected in the well waters. For two wells in one of the sites, where the coliforms could be detected, the reductions were 5.5 and 6.1 log units relative to the river water. Most of these studies have a problem in quantifying the contribution of RBF because the microbes are often below detection limits in the RBF filtrates or the ambient groundwater, as was noted by Partinoudi and Collins (2007) at four different RBF sites in USA. It was suggested that site characteristics such as travel time and distance between the river and the extraction well were important factors affecting efficiency of reduction/removal processes. The log removal rates were reported (Partinoudi and Collins, 2007) as more than 2.72 and 1.00 for total coliforms and *E. coli* respectively. It was also pointed out that the observed log removal rates were low because of low concentrations in the source water and that it did not mean low removal potential.

Gollnitz et al. (2003) report findings from an RBF well field of Greater Cincinnati Water Works (Ohio, USA) after analysing long-term data (over 10 years) and an intensive monitoring for a 20 month period at two RBF production wells and 10 observation wells.
RBF was found to be highly effective in removing pathogenic microbes with all surrogate concentrations maintaining at least 3.5 log reductions. Similar results of a 3 log reduction in average bacterial spore’s concentration have also been noted (Ray et al., 2002c) for a 15 m travel distance to a collector well in Louisville, KY, USA. Daily monitoring of total coliforms in the river and the collector well in the same RBF facility in 2000 (Wang, 2003) resulted in a removal capability ranging from 0.9 to more than 6 log units. The river water coliform concentrations ranged from 9 MPN/100 mL to 165,200 MPN/100 mL, whereas that at the collector well had very few positive detections, most of which were 1 MPN/100 mL or less.

Field study augmented with column experiments in The Netherlands (Medema and Stuyfzand, 2002) showed that the passage of micro-organisms in basin recharge, deep well injection and RBF through saturated soils most effectively reduced all micro-organisms within a distance of one to six meters. In two of the three RBF sites which had sand and clayey deposits, bacteria and viruses were removed by more than 4 log units. In the third site, a gravel based aquifer along the River Meuse, very low numbers of coliforms broke through to the pumping well during extreme flood events. This was attributed to low inactivation during cold winter and faster travel times brought about by shorter travel distance and higher hydraulic gradients during flood events.

Schijven et al. (2003) give a comprehensive overview of the processes and examples of RBF performance in areas from around the world. The most important processes for removal of pathogens, similar to 1-D columns, are described to be attachment of microbes to soil and pathogen inactivation. Additional processes occurring are straining, sedimentation in pores and colloid filtration. Other factors, particular to the RBF, were listed as climatic/hydrologic conditions, siting of wells, bed and the bank material, and the groundwater flow fields. The authors reported that the reduction in concentrations of microbes could be compromised by short travel paths, high heterogeneity, coarse matrices, high hydraulic gradients, and the resulting high velocities. Hendry et al. (1999) showed that relative concentrations in breakthrough curves are generally higher for higher velocities, but no clear relationship was evident as it was bacteria specific; some bacteria reach their maximum breakthrough potential in very low velocities, while others
peak at considerably higher velocities. Using an example of a fictitious stationary well field, Foppen and Schijven (2006) demonstrated how spatially variable transport parameters (such as attachment rate and straining rate coefficients) might be considered in existing standard transport codes such as MT3DMS (Zheng and Wang, 1999) and used it to model the transport of *E. coli* in groundwater. Applying colloid filtration theory, they considered the spatially variable flow velocities to compute spatially varying but used temporally constant attachment rate coefficients. However, to date the impact of the combined spatial and temporal variations in groundwater velocities as they occur during riverbank filtration were not analyzed to date and specifically no numerical modeling study of pathogen transport in a full-scale RBF system is reported in the available literature.

### 3.2 Incorporation of pathogen transport capabilities into PHT3D

#### 3.2.1 Governing equations for pathogen transport

Microbial transport in porous media can be described by the well-known advection–dispersion transport equation (Corapcioglu and Haridas, 1984; Tan et al., 1994; Scheibe et al., 2007) adding the processes of microbial attachment, inactivation and release being assumed as linear kinetic reaction model between the microbes in aqueous phase and those attached to the aquifer solid surfaces. The one dimensional form (along x-axis) can be written including the mass transfer terms (Foppen et al., 2005; Hijnen et al., 2005) for the aqueous phase is:

$$
\frac{\partial C}{\partial t} = D \frac{\partial^2 C}{\partial x^2} - v \frac{\partial C}{\partial x} - k_{att} C - \mu_i C + k_{det} \frac{\rho_B}{\theta} S
$$

Where, $C$ is the mass concentration in aqueous phase \([\text{ML}^{-3}]\), $D$ is hydrodynamic dispersion coefficient \([\text{L}^2\text{T}^{-1}]\), $v$ is the interstitial (pore water flow) velocity \([\text{LT}^{-1}]\), $k_{att}$ is the attachment rate coefficient \([\text{T}^{-1}]\), $k_{det}$ is the detachment rate coefficient of the species from the attached phase to the aqueous phase \([\text{T}^{-1}]\), $\mu_i$ is the inactivation rate in solution phase\([\text{T}^{-1}]\), $\rho_B$ is the bulk density of the porous medium \([\text{ML}^{-3}]\), $\theta$ is the porosity of the medium and $S$ is the mass concentration attached to the aquifer grains \([\text{MM}^{-1}]\).
For the attached phase, assuming linear kinetic reaction model, the equation is,

\[
\frac{\partial S}{\partial t} = \frac{\theta}{\rho_s} k_{\text{att}} C - k_{\text{det}} S - \mu_S S
\]

(7)

where, \( \mu_s \) is the inactivation rate in solution phase \([\text{T}^{-1}]\). The mass terms can also be replaced by the number of microbes, to look at number of microbes attached or detached, in which case the porosity and the bulk density terms would not be required in the above two equations.

Many studies have often neglected the detachment term, which slowly releases attached microbes in low concentrations over an extended period, deeming it insignificant, but it can be important where even low concentrations need to be monitored, e.g. in drinking water supply wells.

The attachment rate is the most important factor for attenuation of free microbes in filtrate water and often has been determined using column experiments and numerical methods to fit the observed breakthrough curves. This essentially yields a specific value applicable only for the flow rate at which the experiment was carried out. Process based definition of attachment of microbes to solid grains can be done using CFT relating attachment coefficients to local velocity and employing the concepts of single collector contact collector efficiency (Ryan and Elimelech, 1996) as follows (Foppen and Schijven, 2006).

Attachment rate coefficient,

\[
k_{\text{att}} = \frac{f v \theta}{4} (n_0 \alpha_{\text{tot}})
\]

(8)

where, \( \alpha_{\text{tot}} \) is the overall sticking efficiency. The term “overall” attachment efficiency is used to depict that the efficiencies can be different within a particular soil type due to inherent heterogeneity (Johnson et al., 1996), and the representative efficiency is an overall efficiency. This sticking efficiency, also called the empirical attachment efficiency \( \alpha \), defines the fraction of collisions (contacts) between suspended particles and
collector grains that result in attachment because not all collisions will result in
attachment (Tufenkji and Elimelech, 2004). \( \alpha_{tot} \) is obtained, when the geochemical
composition of the sediment and the grain surface charge heterogeneity are known using
the equation,

\[ \eta = \eta_0 \left[ \lambda \alpha_f + (1 - \lambda) \alpha_u \right] = \eta_0 \alpha_{tot} \]  

(9)

where,

\( \eta \) = single collector removal efficiency (SCRE),
\( f \) = specific surface area of the porous medium (m \(^{-1}\)) = \( 6(1 - \theta)/\theta a_c \), assuming
spherical grains of the media.
\( \eta_o \) = single collector contact efficiency (SCCE),
\( \lambda \) = dimensionless heterogeneity parameter defining the fraction of aquifer grains
composed of minerals favoring attachment,
\( \alpha_f \) = attachment (sticking) efficiency at favorable site ~ 1 as it most probably
attaches at the favourable site, and
\( \alpha_u \) = attachment (sticking) efficiency at unfavorable site.

The dimensionless parameter \( \eta \) (SCRE) defines the ratio of the rate of particles striking a
collector to the rate of particles approaching the collector. The SCCE, \( \eta_o \), is a semi-
empirical parameter for predicting filtration efficiency (Rajagopalan and Tien, 1976) and
estimated from physical considerations.

An alternate method to determine this parameter, \( \alpha \), is through column experiments
using the media for which the parameter is to be determined using Eq. (10) below.

\[ \alpha = \frac{2}{3} \frac{a_c}{(1 - \theta) L \eta_0} \ln \left( \frac{C}{C_0} \right) \]  

(10)

In this equation, \( a_c \) is median diameter of the collector or the aquifer grain, \( L \) is the length
of the packed column, and \( C/C_0 \) is the relative concentration at the outlet compared to the
concentration at the inlet of the column.
The heterogeneity factor, \( \lambda \), for \( E. coli \) is determined from the fact that the microbe is mostly negatively charged and the positively charged grains in the aquifer would be the favourable sites for attachment. Such sites are present due to presence of iron hydroxides and calcites (Foppen and Schijven, 2006).

Another mechanism through which some of the microbes get removed from the aqueous phase and that is not included in equations above is due to straining. This occurs when the microbes are too large to pass through pore throats and are irreversibly stuck. The straining rate coefficient is estimated (Foppen and Schijven, 2006) using straining contact efficiency, \( \eta_{str} \), and the straining correction factor, \( \alpha_{str} \), in a form similar to the attachment rate coefficient as,

\[
k_{str} = \frac{f v \theta}{4} (\eta_{str} \alpha_{str})
\]  

(11)

where, \( \eta \sim 2.7(a_p/a_c)^{3/2} \)
- \( a_p \) = diameter of the bacteria (m)
- \( a_c \) = median of the grain size distribution (diameter of the collector (m))

The SCCE is best estimated by the correlation equation given by Tufenkji and Elimelech (2003), given below, which defines it as a algebraic sum of efficiencies for mechanisms of diffusion, interception and gravity and includes hydrodynamic effects and van der Waal’s forces in deposition of colloids.

\[
\eta_0 = 2.4 A_s^{1/3} N_R^{-0.081} N_{Pe}^{-0.715} N_{vdW}^{0.052} + 0.55 A_s N_R^{1.675} N_{A}^{0.125} + 0.22 N_R^{-0.24} N_{G}^{1.11} N_{vdW}^{0.053}
\]  

(12)

where, \( A_s = [2(1 - p^5)/2 - 3p + 3p^5 - 2p^6] \) with \( p = (1 - \theta)^{1/3} \)
- \( N_R \), the aspect ratio = \( (a_p/a_c) \)
- \( N_{Pe} \), the Peclet number = \( (v a_c/D_B) \)
- \( D_B \) = Coefficient of diffusion due to Brownian motion = \( kT/(3\pi a c \eta_p) \)
- \( k \) = Boltzmann’s constant = \( 1.2806 \times 10^{-23} \) JK\(^{-1}\)
\( T \) = absolute temperature in Kelvin
\( \omega \) = dynamic viscosity of water = \( 9.85 \times 10^{15} \ T^{-7.7} \) for \( T \) in the range of 273 \~ 303 in Kelvins (Matthes, 1982).

\( N_{vdW} \), van der Waal’s number = \( H/kT \),

\( H \) = Hamaker constant, assumed constant = \( 6.5 \times 10^{-21} \) J
\( k \) = Boltzmann’s constant = \( 1.2806 \times 10^{-23} \) JK\(^{-1}\)
\( T \) = absolute temperature in Kelvin

\( N_a \), the attraction number = \( (H/12\pi\omega a_p^2v\varepsilon) \)

\( N_g \), the gravity number = \( (2ga_p^2(\rho_p-\rho_f)/9\omega v\varepsilon) \)
\( \rho_p \) = particle density (kg m\(^{-3}\)) ~1050 kg m\(^{-3}\)
\( \rho_f \) = fluid density (kg m\(^{-3}\)) ~1000 kg m\(^{-3}\)

The final form modified form of the Eq. (6) incorporating all the relevant processes, including straining and where \( k_{att} \) is defined by Eq. (8) using CFT based parameters is obtained as follows.

\[
\frac{\partial C}{\partial t} = D \frac{\partial^2 C}{\partial x^2} - v \frac{\partial C}{\partial x} - k_{att} C - k_{str} C - \mu_t C + k_{det} \frac{\rho_p}{\theta} S \tag{13}
\]

The third, fourth and fifth terms on the right side of the equation define attachment, straining, and inactivation rates respectively. These three terms reduce the concentration of the free microbes in the aqueous phase, while the last term on the right side increases it as detached microbes from the solid phase come into the aqueous phase.

It is seen in the above equations that pore water velocity is an important parameter in defining transport, attachment or sticking, straining, and the estimation of the SCCE in the equations shown above. When an RBF system is pumping water, the flow fields will be dynamic and the actual water velocity will be changing in space and time around the soil grains. Assuming a single constant or average velocity will give only a single value.
to the parameters describing the transport processes; this would yield erroneous results incapable of representing a dynamic process. Apart from velocity, temperature will also be changing in the aquifer, assumed primarily through mechanisms similar to sorption and desorption as water travels through the aquifer (Sharma et al., 2012). We propose to incorporate changes in velocity, and temperature, so that the transient nature of the parameters can be fully included in modeling microbial transport.

The Eq. (7) and Eq. (13) are coupled by the attachment and detachment rates. While the advection and diffusion terms, and the temperature retardation process can be conventionally handled by MODFLOW, the remaining processes of attachment, detachment, straining and inactivation are translated into a geochemical reaction code as a rate block in the database file to be solved numerically by PHT3D (see Appendix B).

3.3 Model evaluation with column experiments

This section describes the methodology used in setting up the verification process. Our formulation is initially tested on a published column study of microbial transport (Hijnen et al., 2005). The verification is two is carried out in two steps, (i) to verify the code/numerical procedure by using the original authors’ model and (ii) to verify the proposed model results. Hijnen’s study carried out column experiments using saturated soil obtained from two different sites in The Netherlands - (1) Castricum, an artificial recharge site in the coastal dunes (fine sandy soil) along river Lek, and (2) Roosteren, an RBF site in a fluvial gravel aquifer along river Meuse.

Soil columns, 0.50 m long 0.09 m in diameter, were subject to different velocity of flowing water in separate columns. The Castricum columns were subject to velocities of 0.46 m/d and 0.92 m/d, while the Roosteren soil columns were operated at higher velocities of 0.90 m/d and 2.49 m/d. After equilibrating the columns with their source river water for 7 days, all the columns were spiked with a MS2 phage concentration of $1.6 \times 10^9$ plaque-forming particles (PFP) L$^{-1}$(average) for 24 hours and then flushed with their respective source river waters.
3.3.1 Model code verification using original method

Our first test was to see if our model procedure set-up in MODFLOW/PHT3D was able to replicate the author’s results with the author’s data and model. A numerical model of 0.5 m long and of unit thickness was considered for simulating 1-D transport. The 0.5 m length was discretized into 50 cells, each 0.01 m thick. Other model parameters are given in Table 4. The flow pattern was replicated by introducing an injection well at the most upstream cell with a suitable flow rate to achieve the observed flow velocity. Loading of the MS2 phage for 24 hours and the subsequent flushing was simulated with two stress periods of 1 day and 29 days, respectively.

<table>
<thead>
<tr>
<th>Table 4: Input parameters used in modeling 1-D column transport for the two soils.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Flow velocity (md⁻¹)</strong></td>
</tr>
<tr>
<td>Flow velocity (md⁻¹)</td>
</tr>
<tr>
<td>porosity</td>
</tr>
<tr>
<td>pore water velocity (md⁻¹)</td>
</tr>
<tr>
<td>grain size, aₜ (m)</td>
</tr>
<tr>
<td>dispersivity (m)</td>
</tr>
</tbody>
</table>

Source: Hijnen at al. (2005)

Altogether seven species were considered in the PHT3D simulation - MS2 virus, chloride, sodium, temperature, pH and pe as the six mobile species and one immobile form of MS2 as attached to solids (aquifer soil grains). The MS2 species were set-up as kinetic species to enable attachment and detachment.

We used the advection-dispersion based Eq. (6) and (7) directly fitting the four parameters $k_{att}$, $k_{det}$, $\mu_t$ and $\mu_s$ via the reaction rate block set up through PHT3D. The net changes in concentration in the aqueous phase as well as the solid phase were calculated at every reaction time step. This was determined by the algebraic sum of the rates.
corresponding to the above-mentioned four parameters, noting their contributions as positive (increasing the concentration) or negative (decreasing the concentration). The attachment and detachment rates coupled the concentrations in the aqueous and the solid (attached) phases.

The result of this computational process is shown in Table 5, Fig. 14 and Fig.15. The figures show the relative concentrations of the breakthrough curve with respect to pore water velocity. During the trial and fitting process, it was seen that the curve was most sensitive to the attachment coefficient. It defined the peak of the breakthrough curve, which decreased with an increase in the attachment coefficient. The detachment coefficient defined the abscissa of the point where the decay slope intercepted the falling limb of the breakthrough curve. Of the two decay coefficients, the model was most sensitive to $\mu_s$, it defined the slope of the tailing curve.

The fitted parameters are almost identical to those in the benchmark problem for both cases of Castricum soil (Table 5). For the Roosteren, significant differences occur in the attachment rates for both velocities, and for the detachment rate for the 2.46 m/d velocity case. The overall fitting in terms of the peak magnitude and the tailing slopes were identical.

Table 5: A comparison of the fitted parameters for the benchmark case.

<table>
<thead>
<tr>
<th>Table 5: A comparison of the fitted parameters for the benchmark case.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Castricum Soil</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>$k_{att}$</td>
</tr>
<tr>
<td>$k_{det}$</td>
</tr>
<tr>
<td>$\mu_t$</td>
</tr>
<tr>
<td>$\mu_s$</td>
</tr>
<tr>
<td>Roosteren Soil</td>
</tr>
<tr>
<td>$k_{att}$</td>
</tr>
<tr>
<td>$k_{det}$</td>
</tr>
<tr>
<td>$\mu_t$</td>
</tr>
<tr>
<td>$\mu_s$</td>
</tr>
</tbody>
</table>

Units are in hr$^{-1}$. 
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Fig. 14: Comparison of data, Hijnen’s results and our modeled MS2 breakthrough curves for Castricum soils subjected to two different velocities (code verification).

Fig. 15: Comparison of data, Hijnen’s fitted and our modeled MS2 breakthrough curves for Roosteren soils subjected to with two different velocities (code verification).
The benchmark breakthrough curves fitted by Hijnen et al (2005) for the faster moving cases in each soil type show a rapid decline in concentration even when the column is still being spiked. This must be an error, as it suggests that the concentration of the spiking microbe. MS2 is not constant but decreasing exponentially, though the authors report constant spiking concentrations. We tried to fit the MS2 curve assuming an exponential decay function and it appeared to match the results of the faster loading case (2.49 m/d), but that would not match the case of the slower loading case (0.49 m/d). Our breakthrough curves are theoretically plausible for assumption of constant spiking concentration. Nevertheless, the perfect match for the slow moving cases, and match observed at the rising part of the curve, the peak and the final tailings in all cases, proves that our model code computation is acceptable and reproduces benchmark results.

3.3.2 Model (CFT based) verification using 1-D column experiments

The second step in model verification was to see if our approach in model conceptualization, process description and the computational procedures would produce results similar to the benchmark. Our attempt is to fit the breakthrough curves of each soil type at two different velocities with only one set of parameters so that we have velocity independent parameters. Then we do not have to redefine different parameters for each velocity as in the case of $k_{ad}$ in Table 4, where it is different for different velocities of flow even for the same soil and site.

The experimental data for the benchmark study was then modeled using Eqs. (7) – (13) including all the processes of attachment and straining (incorporating CFT concepts), detachment and inactivation. This was, again done by modifying the reaction rate block section in the PHT3D database file. Porosity, flow rates through any particular grid cell in all three directions, and the grid cell dimensions were “called” from the MODFLOW into the PHT3D for each reaction time step. The rate block is used to calculate the pore water velocity at each grid level so that the local velocities at each grid cell are incorporated in the numerical calculation while running the model. The additional parameters used in the calculations are listed in Table 6.
Table 6: Constant parameters used in modelling 1-D column transport for the two soils.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grain size, a_c (Castricum)</td>
<td>$1.8 \times 10^{-4}$ m</td>
</tr>
<tr>
<td>Grain size, a_c (Roosteren)</td>
<td>$5 \times 10^{-4}$ m</td>
</tr>
<tr>
<td>Boltzmann's constant, k</td>
<td>$1.3806 \times 10^{-23}$ JK^{-1}</td>
</tr>
<tr>
<td>Particle density (MS2)</td>
<td>1085 kgm^{-3}</td>
</tr>
<tr>
<td>MS2 diameter, a_p</td>
<td>$2.1 \times 10^{-8}$ m</td>
</tr>
<tr>
<td>Hamaker Constant, H</td>
<td>$6.2 \times 10^{-21}$ J</td>
</tr>
<tr>
<td>Boltzmann's constant, g</td>
<td>9.81 ms^{-2}</td>
</tr>
<tr>
<td>Fluid density (water)</td>
<td>999.7 kgm^{-3}</td>
</tr>
</tbody>
</table>

The result of modeling 1-D column study with our approach incorporating colloid filtration theory is given in Figs 16 and 17. For a given hydrodynamic condition, the estimates of heterogeneity factor ($\lambda$) in Eq. (9), the detachment and inactivation (decay) coefficients (Eq. 13) are input as fitting variables until the observed concentrations match the breakthrough curves. The same set of parameters was fitted to the two different breakthrough curves for a site. The fitted parameters $\lambda$, $k_{det}$, $\mu_1$ and $\mu_s$ are given in Table 7. The other parameters of favourable attachment efficiency, $\alpha_f$, unfavorable attachment efficiency, $\alpha_u$ and sticking efficiency $\eta_{str}$ are kept fixed at 1, 0.0007 and 0.01 (values from the literature ) as these contribute the least and/or negligible.

For the Castricum soil columns, the peak and the overall shape is approximated reasonably well. The faster loading case in Castricum (for 0.92 m/d) underestimates the peak somewhat, while the tailing slope is slightly flatter. For the 0.49 m/d case, the peaking curve and the initial falling limb is well replicated, the decay rate is slightly steeper than the previously fitted rate.

For the Roosteren 2.49 m/d case, the upper curve in Fig 17, the fit is almost identical. For the slower loading case, i.e. the lower curve in the plot, the peak is replicated well but the falling limb of the breakthrough curve falls below the previous fit before sloping away at the decay rate. The slope of the decaying curve is well replicated, though its location or abscissa is not replicated. The fitted parameters are shown in Table 6.

Straining is reported to be least important mechanism for MS2 virus transport in subsurface (Ginn et al., 2002) due to its diminutive size in comparison to soil grain sizes. It is to be noted that the rate coefficients for detachment, and both the inactivation processes are all similar to the previously fitted parameters given in Table 4.
Fig. 16: Comparison of original fitted MS2 breakthrough curves with our modeled results for Castricum soil using filtration theory concepts.

Fig. 17: Comparison of original fitted MS2 breakthrough curves with our modeled results for Roosteren soil using filtration theory concepts.
Table 7: Fitted parameters for the two soil columns using filtration theory applicable to both velocities of flow for the columns.

<table>
<thead>
<tr>
<th></th>
<th>λ</th>
<th>k_{det}</th>
<th>μ_l</th>
<th>μ_s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Castricum soils</td>
<td>0.0155</td>
<td>0.003</td>
<td>0.11</td>
<td>0.065</td>
</tr>
<tr>
<td>Roosteren soils</td>
<td>0.05</td>
<td>0.0012</td>
<td>0.25</td>
<td>0.08</td>
</tr>
</tbody>
</table>

The results achieved above are acceptable if one recognizes the fact that though the soil columns were obtained from the same location, there would be inherent variability due to the properties of soil itself as well as the sampling, handling, column packing and experimentation errors. If the fitting were to be done only to a single curve, a better fit would have been possible.

3.4 Evaluation for field-scale transport

3.4.1 Study site

The RBF site modeled is located at the Flehe Waterworks well field, situated on the Eastern bank of the Rhine River (described in Chapter 2 and in Sharma et al., 2012). The system consists of 50 RBF wells located linearly along a 1400 m reach of the riverbank such that a 2-D approximation can be made. A calibrated MODFLOW/PHT3D model for the redox modeling of degradation of organic carbon in the Rhine RBF was already developed and has been discussed showing the importance of residence time of infiltrating water and seasonal effects Chapter 2 (and also at Sharma et al., 2012). The same numerical model is further developed to include microbial transport.

3.4.2 Model Setup

A vertical cross section across a part of the River Rhine and the Eastern bank is used for the model as shown in Fig 4 (Chapter 2). The total length in x-direction is 390 m and it is 25 m in vertical direction. It is discretized for numerical modeling (see Fig 6, Chapter 2) with individual grids measuring 5 m in x-direction and 0.5 m in the vertical direction. The river bed and a portion of the right bank has been reported to be variably affected by riverbed clogging (Section 2.2.1) and this is represented by a 0.5 m thick layer with lower
hydraulic conductivities than the aquifer to represent spatially varying clogged river bed and riverbank. The model extent, grid discretization, zonation of hydraulic conductivities and the boundary conditions are shown in Fig 6 (Chapter 2). The model is set up for a total of 514 days (1 January 2003 to 15 April 2004), with 531 stress periods. This period includes 60 days of model run-up period in the beginning to remove start-up biases. For reference purposes, day 61 in the model and output plots is January 1, 2003.

Fig. 18: E. coli and coliform concentrations measured in the river water and the observed values at the RBF well.

**Boundary conditions:** The hydraulic boundary conditions have been described in detail in Chapter 2, Section 2.3.1. The river cells below the low flood level were assigned transient heads representing the actual time series of river stage; and the right and left boundaries were defined as general head boundaries with reference to another observation well located farther inland. A time series data of microbes (E. coli and Coliforms) observed at the site in the Rhine River (Fig 18), observation wells and the pumping wells is obtained from the Flehe Water Works for the period of Jan 2003 to April 2004 and used for modeling. The river cells in the model domain were defined with time-variant specified
concentration corresponding to the measured time series data in the river. The *E. coli* and coliforms concentrations observed at a multi-level monitoring well (well C in Fig 5, Chapter 2) was used as the right side and left side boundary for reactive transport, no presence of microbes were reported. The observations on the right bank within the river and the pumping well is shown in Fig 18. These values have been imposed on the model to simulate the field condition. The aquifer is initially assumed free of any microbes.

**Reaction framework:** The attachment, detachment, straining and decay processes quantified by Equations (7) – (13) were written in PHT3D “RATE block” similar to the modeling of the 1-D benchmark problem in Section 3.3.2. For the RBF case, the kinetic mobile and immobile species of *E. coli* and coliforms were added and that of the MS2 phage removed. (See Appendix B). The parameters used in the calculations are listed in Table 8.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median grain size $a_c$</td>
<td>$397 \times 10^{-6}$ m</td>
</tr>
<tr>
<td>Porosity, $\theta$</td>
<td>0.17</td>
</tr>
<tr>
<td>Boltzmann's Constant, k</td>
<td>$1.2806 \times 10^{-23}$ JK$^{-1}$</td>
</tr>
<tr>
<td><em>E. coli</em> diameter $a_{p_e}$</td>
<td>$1.2 \times 10^{-6}$ m</td>
</tr>
<tr>
<td>Hamaker Constant</td>
<td>$6.5 \times 10^{-21}$ J</td>
</tr>
<tr>
<td>Coliforms diameter $a_{p_c}$</td>
<td>$0.8 \times 10^{-6}$ m</td>
</tr>
<tr>
<td>Gravity acceleration, g</td>
<td>9.81 ms$^{-2}$</td>
</tr>
<tr>
<td>$\alpha_f$</td>
<td>1</td>
</tr>
<tr>
<td>Particle density (microbe)</td>
<td>1050 kgm$^{-3}$</td>
</tr>
<tr>
<td>$\alpha_u$</td>
<td>0.005</td>
</tr>
<tr>
<td>Fluid density (water)</td>
<td>1000 kgm$^{-3}$</td>
</tr>
<tr>
<td>$\alpha_{STR}$</td>
<td>0.01</td>
</tr>
</tbody>
</table>

The multilevel observation point B is located at a distance of 20.4 m towards the river from the RBF well. The observation point B1 is located 18.75 m above sea level, while the points B2 and B3 are higher up at 23.25 m and 26.25 m level. The observation points B 4-6 are also active when the water level is higher; they are located at elevations of 28.75 m, 29.75 m and 30.75 m in the model, respectively.

### 3.4.3 Results and discussion

The RBF field scale microbial modeling result showed reasonably well fit, considering we are fitting microbial data. Most importantly, the model is able to simulate both the occurrence as well as the non-occurrence of microbial breakthrough as shown in Fig 19. The parameters $\lambda$, $k_{dets}$, $\mu_l$ and $\mu_s$ were varied successively to obtain a good fit of the
break-through curves at the observation points and the RBF well. The parameters are - \( \lambda = 0.0016, k_{det} = 0.009 \text{ d}^{-1}, k_{dec} \text{ (aqueous)} = 0.30 \text{ d}^{-1}, \) and \( k_{dec} \text{ (solid)} = 0.30 \text{ d}^{-1}. \)

The \( \lambda \) value denotes the heterogeneity factor describing the fraction of grains favoring attachment, so that there should be about 0.16 % of favourable grains for attaching the microbes. In the Flehe fields, total inorganic carbon was about 0.14% and sulfur was present less than 0.02% (mostly as pyrites). This would relate to a comparable fraction of sites favoring attachment. It is seen from Eq. (9) that \( \lambda \) primarily defines the attachment or sticking efficiency. The other parameters are also within the range reported in the literature (Foppen and Schijven, 2006; Pang, 2009; Sinton et al., 2010).

The Fig. 19 shows the simulated concentrations of \textit{E. coli} and coliforms at the observation points B1-3 and the RBF pump well. A breakthrough of the both the microbes occur after the peak flood observed in the Rhine River on 339\textsuperscript{th} day. When the river water level rises well above the median flow levels, it bypasses the clogging layer of the river bed and the bank (located below 28 m elevation, see Fig 6) and travels rapidly towards the RBF well screens. The high flood level also increases the hydraulic gradient towards the RBF well. It pushes or provides the impulse so that the infiltrating water travels with higher velocities infiltrating deeper into the riverbank. Transport of microbes is also aided by size exclusion (Ginn et al., 2002) wherein the transported particles move faster than the mean pore water velocity. When the mean velocity of travel is increased, the velocity in the middle of the pore spaces would be even higher. This could also be a reason for the increased transport rate compromising further the microbial reduction capability during high floods.

A couple of other occasional single breakthroughs also occur as isolated events for coliforms between 200 and 350 days in the observation points B1, B2 and the RBF well. This may be due to the sheer high concentration in of the coliforms in the river, as the breakthroughs are synchronized with local peaks in concentration of coliforms in the river. The microbial removal capacity of the system with respect to the coliforms may have been achieved and the coliforms breakthrough. Such breakthroughs are occurring when the river water concentrations are reaching or exceeding 3.5 to 4 log units.
Fig. 19: Simulated (green lines) and observed (red ×) *E. coli* and Coliforms shown in reference to the concentration in river (black line) in the observation points B 1- 3 and the changing river water level (blue lines). (Detection limit $\geq 1$ MPN/100 mL)

There are other three observation points B 4-6 (Fig 20) that are intermittently under the phreatic line at high flood levels. Our results are mostly affirmative, apart from a single result at B4. These, locations are intermittently saturated - rapidly wetted and drained part of the aquifer - and our saturated zone modeling may not fully capture the processes in such locations where air-water interfaces and pathogens occur simultaneously. The transport behavior of pathogens in air-water interfaces may be different (Powelson and Mills, 2001).
Fig. 20: Simulated (green lines) and observed (red ×) *E. coli* and Coliforms shown in reference to the concentration in river (black line) in the intermittently saturated observation points B 4 - 6, and the changing river water level (blue lines). (Detection limit $\geq 1$ MPN/100 mL)

Fig. 21 and 22 show the concentrations of *E. coli* and coliforms, respectively at different time steps. In Fig. 21, it is modeled that the *E. coli* front reaches the well screen or breakthroughs at the well in 75, 100, 450 and 475 days. It seen that the river water level at these times are higher, bypassing the clogging layers (shown by the bold line up to a level of about 28 m above sea level. The concentration of *E. coli* in the river at 100 and 300 days are comparable, but the concentration front of *E. coli* breakthroughs at the RBF well at 100 days but does not do so at 300 days. The front is contained within a few meters from the riverbed at 300 days. At 100 days, the river water level is receding from a flood wave and it is still above and bypasses the clogging layer. Similar observation can be seen at 450 days when a major flood is passing through the RBF site. At 250 days, when the *E. coli* concentration in the river is comparable to that at 450 days, no breakthrough of the bacteria occurs. At 300 days and 450 days the infiltrating water has to go through the clogging layer which attenuates the *E. coli* concentration.
Fig. 21: *E. coli* concentration in the river and aquifer at different times.
Fig. 22: Coliforms concentration in the river and aquifer at different times.
Similar results can be seen by analysing the coliforms concentration distribution at different time steps. For example, the coliform concentration levels in the river are similar at 100, 300 and 475 days, but the breakthroughs occur at the 100 and 475 days but not at 300 days. The river water levels at the 100 and 475 days are in flooding stage, above the clogging layer, and the infiltration from the recently inundated bank area without any clogging layer occurs in a rapid manner with a short travel (residence) time as discussed in Chapter 2 (see Sharma et al., 2012 also).

These results show the dynamic or transient nature of the \textit{E. coli} and coliforms distribution in the riverbank aquifer have been adequately captured by our modeling efforts. The findings of flood levels compromising the microbial reduction capacities are similar to observations made by others also (Medema and Stuyfzand, 2002, Schijven et al., 2003).

3.5 Conclusions

Rivers and lakes, source waters for RBF systems, can contain high amounts of pathogenic concentrations so the fate and transport of pathogens in an RBF system is of common interest. Microbial transport is modeled in groundwater using the attachment rate the advection-dispersion transport equation adding on the mass-transfer processes of attachment, detachment and inactivation often approximated with linear kinetic reaction expressions. The rates defined by these processes are velocity dependent and could not be used directly for a transient RBF model where the velocity fields are constantly changing.

Modeling microbial transport in RBF systems required the transient nature of the boundary conditions and the flow fields within the system to be fully incorporated in the numerical schemes. The concepts of the classical colloid filtration theory and the advection dispersion transport equations were combined together to develop a procedure to incorporate transient conditions into a model for multicomponent reactive transport using PHT3D and MODFLOW. The approach was verified on a benchmark 1-D problem. The benchmark 1-D column modeling by our approach showed that we can use the same set of parameters to explain the breakthrough concentrations within a reasonable
degree, whether the velocity of flow is 0.46 m/d or doubled to 0.92 m/d. This has definite advantages for enabling modeling of transient conditions, such as in the RBF systems, where the velocities are constantly changing. Otherwise it would not have been possible to do so.

This new model is extended to model transport of \textit{E. coli} and Coliforms in a large full-scale operating RBF scheme. The model was able to simulate the occurrence of the breakthrough during high floods as well as the non-occurrence during other times. The model was able to show that during high floods microbial reduction capability could be compromised where the reduction capacity was reduced to almost 1 log unit from an average value of about 4 log units compared to concentrations in the river.

The processes of detachment, straining, biological and physiological processes including microbial motility, mobility, predation, are components that have been simplified or excluded in the model. These could be gradually improved in the future. Neither the pathogen transport model used in the study nor the models discussed in the current literature, couple the aqueous chemistry of the groundwater with the microbes present therein. The temperature, pH, salinity, etc. are already noted to affect the microbe fate and transport, and these factors could be added on to the reactive transport model. This reactive transport model, being based on PHT3D, has the capability to be easily linked to aqueous chemistry other physico-chemical processes and can be a base case to which further developments can be easily added on.

A crucial part of the approach used here is the estimation of the attachment coefficient. Most pathogenic microorganisms have a low negative surface charge over a wide range of pH values; therefore, charge-based attachment to negatively charged soil, sediment, or rock surfaces is likely to be hindered and different from that with soils with some positively charged grains or fractions. This aspect needs to be addressed in the model through the heterogeneity factor ($\lambda$), which may be difficult to define and needs further improvement.
CHAPTER 4. A Combined RBF and ASR System for Providing Drinking Water in Water Scarce Areas *

Abstract

A novel combination of riverbank filtration (RBF) and aquifer storage recovery (ASR) in the Albany region of Georgia (USA) was investigated in order to study possible changes in water quality. In areas where there are seasonal changes in water availability, seasonal excesses can be stored underground to meet short-term demands. Using RBF as a source water, rather than obtaining water directly from the surface water, would reduce treatment costs. The RBF site taps the Flint River through the Upper Floridan Aquifer producing water that can be injected into the deeper Clayton Aquifer for storage and subsequent recovery. This study tests the conceptual framework of having such RBF and ASR schemes coupled together and, more importantly, looks at the hydrogeochemical changes that are likely to occur. It was seen, in the scenarios considered, through numerical modeling, that acceptable water can be obtained from such coupled systems. Injection of the RBF water in an aquifer with arseniferous pyrite did not mobilize any significant arsenics.

Keywords: Riverbank filtration, aquifer storage recovery, drinking water, water scarcity, PHT3D, redox modeling.

4.1 Introduction

Spatial and temporal variations in availability of fresh water resources necessitate diversion and storage of fresh water to meet demand. The increasing and competing demands of the residential, industrial, agricultural and environmental sectors make water a limiting or a scarce resource, which often constrains the development or economic growth of a region. The scarcity of water can exist not only in arid zones, but also in other climatic zones where there exist significant seasonal variations in water availability and use, and the present resources are already (over)allocated. A unique combination of riverbank filtration (RBF) and aquifer storage and recovery (ASR) is presented herein, where RBF is used to obtain a relatively better quality water to inject into a deeper aquifer for temporary storage, and then recover it to be used in times of water stress.

RBF (Kuehn and Mueller, 2000; Ray et al, 2002; Hubbs, 2004) is an efficient, yet low-cost water treatment technology for drinking water production. RBF wells for public water supply have been widely used in Europe for more than a century (Schubert, 2002) and more recently in the United States (Ray et al, 2002). While it has been shown that the quality improvement of the filtrate is significant compared to the source water (Stuyfzand et al. 1989; Stuyfzand, 1998; Tufenkji et al, 2002; Wang et al, 2002), very few studies have examined the feasibility of RBF for water banking or aquifer storage and recovering it later.

For example, in desert areas, rain occurs for a small duration of the year and the rivers run dry rest of the year. Surface storage is not feasible due to excessive evaporation. Increased evaporation limits the suitability of surface impoundments in these dry areas. In monsoon-driven climates, such as in India or Nepal, the river flows diminish greatly in post-monsoon seasons. River flows can be so low that storage impoundments must be constructed in order to allow water to be pumped to treatment plants. Even in wetter areas of the United States, high consumptive uses such as irrigation and municipal demands severely limit environmental flows. For example, in the Southeastern United States (particularly in South Georgia), several rivers cut into the large Floridian aquifer—a supraregional limestone aquifer in the area. There occurs significant pumping for irrigation during these low flow periods causing the groundwater table to drop so low that it even causes depletion of flows in the rivers.
This adversely affects the ecology of the downstream reaches. In an effort to maintain environmental flows, the state offers cash incentives to farmers to stop using the groundwater for irrigation so that the downstream impacts on the river can be minimized (Wilson, 2007).

In Santa Rosa, California, the Sonoma County Water Agency (SCWA) pumps its water from the Russian River where an inflatable dam is raised in summer months to impound the water so that its six collector wells can pump adequate amount of water to meet summer demand (Su et al., 2008). However, the operation of this dam and a reduction of flow affect threatened species of fish (salmon) and other biota. One of the potential solutions for South Georgia or the SCWA is to bank the water in aquifers during periods of high river flows and to release the stored water from the aquifer during times of high demand. This may enable SCWA to meet regulations regarding the minimum flow in the river. For Georgia, it will not only enable the state to meet the minimum flow requirements in the lower reaches of the rivers, it will also allow economic expansion for cities that are located in southern parts of the state thus attracting industry.

ASR is increasingly becoming a popular technique to augment drinking water supplies as well as to enhance the recharge of aquifers (Pyne, 2005). ASR is considered as a useful water management option in areas of water scarcity or where the seasonal demands fluctuate widely. The purpose of ASR is to store water in a suitable aquifer during times when water is available, and recover water from the same aquifer when it is needed (Dillon, 2005; Pyne, 2005). A large volume of water can be stored underground in suitable aquifers, reducing or eliminating the need to construct surface reservoirs and minimizing evaporation losses, saving resources (Khan et al, 2008) and without most of the undesirable environmental consequences associated with large surface reservoirs.

Using RBF water over surface water as a source for ASR has several other advantages too. RBF water is generally better than directly tapping surface water of polluted rivers. In general, it reduces turbidity, biodegradable compounds, bacteria, viruses, parasites, persistent organic contaminants and heavy metals, as well as attenuate shock loads to yield water of a relatively consistent quality as it is forced through the river bed and the bank.
There are several quality concerns when riverbank filtration and aquifer storage recovery systems are run in series. The quality of the filtrate must comply with local regulations before it can be injected into an aquifer. This is true for any source water for injection into potable aquifers. This paper looks at the possibility of a novel combination of riverbank filtration and aquifer storage recovery to address water shortage issues with reference to the Albany region of Georgia. The Georgia State Water Plan (EPD, 2008) outlines surface water storage, interbasin transfer, and aquifer storage and recovery (ASR) as three main water supply management practices to address water scarcity issues. RBF is sought to be used as source water for an ASR system which injects water into the deeper aquifer during times of excess flows in the Flint River and extract it during the drier seasons. Numerical modeling is done to investigate the possibility of such a scheme and model the possible water quality changes occurring therein.

4.2 Review of Past Relevant Work

The surface water, as it flows through the river bed and the porous media, is subjected to a combination of physical, chemical, and biological processes such as filtration, dilution, sorption, and biodegradation that can significantly alter the filtrate water quality by the time it reaches the production wells (Stuyfzand, 1998; Kuehn and Mueller, 2000; Tufenkji et al, 2002). The passage of water through aquifers can introduce a number of water quality changes, such as attenuation or removal of organic carbon, microbes, pesticides, nitrate, and other contaminants or even leaching of minerals (Stuyfzand, this volume; Hiscock and Grischek, 2002; Tufenkji et al., 2002; Ray et al, 2002; Kuehn and Mueller, 2000; Doussan et al, 1997; Miettinen et al, 1994; Massman, 2008; Petrunic et al, 2005).

There are currently more than 300 ASR systems in operation (NRC, 2007). The injected water undergoes a complex set of geochemical reactions before it is recovered. The recovered water quality can change substantially during the cyclical processes of injection, storage within the aquifer, and subsequent withdrawal. Some of these changes are beneficial whereas others are adverse. The reactions may even alter the hydraulic properties (permeability and porosity) of the aquifer due to mineral precipitation/dissolution (Meyer, 1999) and/or by biological clogging (Rinck-Pfeiffer et al., 2000). Injecting oxygen-rich potable water and nutrient-rich reclaimed water
into an anaerobic aquifer leads to a variety of water quality changes (Greskowiak et al., 2005; Vanderzalm et al., 2006). This process leads to the production or consumption of protons and other reactants which in turn triggers the precipitation and dissolution of minerals, ion exchange, and surface complexation reactions (Eckert and Appelo, 2002). If dissolved organic carbon (DOC) is present in the injected water, microbial reactions will degrade the carbon and deplete oxygen in the process, making the aquifer more reducing. This result can affect processes such as denitrification and other redox reactions and lead to higher concentrations of redox sensitive species such as iron, manganese, arsenic and SO$_4^{2-}$ in the recovered water.

In field settings, quality changes during the injection of high quality water have been observed by several authors. Stuyfzand (1998) gives an important overview of quality changes of injection water based on 11 deep well recharge experiments in The Netherlands; and the dissolution of calcite, dolomite and amorphous silica was reported by Mirecki et al. (1998). Effects of deep well recharge of oxic water into an anoxic pyrite-bearing aquifer was investigated and modeled by Saaltnik et al. (2005). However, only a limited number of studies report water quality changes during the injection of reclaimed water. Australia and some western states in the U. S., most notably, such as California and Arizona employ ASR systems that use recycled waters exclusively. Greskowiak et al. (2005) simulated carbon cycling and biogeochemical changes during the operation of an ASR system at Bolivar, South Australia. Their models predict that dynamic changes in bacterial population during the storage phase can affect the local geochemistry around the injection/extraction wells. Farther away from the injection wells, breakthrough of cations was strongly affected by exchange reactions. Calcite dissolution substantially increased calcium concentrations in the recovered water.

Seasonal variations in redox reactions have also been looked at in a few cases in the context of ASR. Temperature-dependent pyrite oxidation in a deep (1000 ft) anaerobic aquifer in the Netherlands was simulated by Prommer and Stuyfzand (2005). Greskowiak et al. (2006) examined the variability in the degradation of pharmaceutical phenazone (present in the wastewater of Berlin, Germany) as a function of season. They found that the degradation was redox sensitive and
breakthrough of phenazone in monitoring wells occurred in warmer summer months when anaerobic conditions developed.

In terms of benefits, ASR has the potential to remove pathogens, disinfection byproducts (from chlorinated water), DOC, and pharmaceutical residues (NRC, 2007). The NRC report also points to case studies where tri-halomethanes have been formed by injecting chlorinated drinking water to aquifers that have some amount of DOC. Recently, arsenic (As) dissolution from the Floridan aquifer has been identified as a major problem inherent to ASR application there (Arthur et al, 2002 and 2005).

At the Punta Gorda ASR site in Florida, these authors showed that arsenic concentrations significantly increased during the recovery periods, and exceeded the current EPA standards for presence of arsenic in water. Similar mobilization of arsenic has also been observed at the Peace River ASR site in Florida. The limestone matrix in the Floridan Aquifer contains small amounts of arsenic, mostly associated with arseniferous pyrite along with other trace metals (Price and Pichler, 2005). Under normal conditions, arsenic is in equilibrium with the native ground water. However, during ASR operation, especially when the system experiences iron-reducing conditions and the iron oxides dissolve, the adsorbed arsenic is released (Smedley and Kinniburg, 2002). Jones and Pichler (2007) recently showed in the lab that the arsenic was immobile in ambient deep anoxic groundwater conditions, but became mobile as recharge water increased the redox potential of groundwater. EPA has lowered the maximum allowable limit of arsenic in drinking water supply/sources from 50 to 10 μg/L. Thereby about 13 ASR systems in Florida are in violation of the drinking water standards (NRC, 2007) and are reportedly banned from operating. This underscores the importance of screening tools, such as numerical modeling, that can yield critical information a priori when it is backed by proper site investigations.

4.3 Methods and Procedures

The study was carried out by collating information, analyzing data and literature from various sources, estimating parameters, building conceptual models, carrying out numerical modeling using the parameters for different scenarios.

For this study, we examined various areas of Georgia for ASR feasibility. The coastal zones were excluded as the current regulations do not allow for ASR systems in the immediate future (until the prohibition for ASR expires). Areas north of the “fall line”
that runs northeast from Columbus, GA to Augusta, GA were eliminated because of geological constraints. Most recently, the Flint and Chattahoochee basins experienced drought conditions that reduced stream flows significantly. In order to preserve base flow of the Flint River, the Georgia Environmental Protection Division (EPD) asked the farmers to stop withdrawing groundwater from this upper aquifer for irrigation in return for a cash rebate (Wilson, 2007).

Cities that are located in the area also face limitations of growth because of restrictions of additional withdrawal from surface or ground water sources. To mitigate this, a possible solution was to consider withdrawing water from the Flint or the Chattahoochee rivers during periods of high flows and then treating this water and storing it in a deeper aquifer for future use. The needed treatment before injection could be regular treatment of surface water in a conventional water treatment plant, natural filtration such as occurring during RBF without additional treatment, or a combination of both. Such systems would allow the cities to capture excess runoff at a period of no or minimal restrictions and store that water in deep aquifers for later use.

An area in the vicinity of the City of Albany, GA, USA was selected for the study. The Water Planning and Policy Center (http://www.h20policycenter.org) had previously developed a conceptual stage feasibility assessment of an ASR system for the extraction and injection scenario (Water Resource Solutions, 2006). It identified an area east/north-east of the City of Albany for a RBF and ASR scheme. It suggested extracting water from the Flint River and treating it before storing in a deeper aquifer so that the industry could pump it out at a sustained rate of 10 million gallons per day (MGD). Water for injection was to be obtained by directly pumping surface water or obtaining it from RBF schemes, the latter being the more attractive alternative. It was expected that the RBF scheme would have overall lower treatment costs, assuming that heavy metal concentrations do not increase substantially during subsurface passage. The proposed area is shown in Fig 23.

This area lies on the Floridan Aquifer system, having multiple aquifers and confining layers, and the geo-hydrology is well documented (Hicks et al., 1981). A generalized stratigraphy and the water-bearing properties of formations underlying the study area are shown in Fig 24. The aquifers included are (i) the Upper Floridan Aquifer of the Ocala Limestone formation, and (ii) the Clayton Aquifer of the Midway Group, which
is a deeper aquifer. Water from the shallower aquifer will be extracted when the surface water in the Flint River is in excess of demands. This extracted water will be used to recharge the lower aquifer. This in turn can be pumped to augment water supply during dry summer months.

For the simplified case of this study, water is extracted from the RBF part of the system for the six months of October to March and recharged into the deeper aquifer, and subsequently withdrawn from this storage for the remaining six months of April to September when the water demand is higher. The water from storage could be directly used for municipal or industrial uses, or released into the river which could augment the environmental flows and recharge the depleting aquifer.

Fig. 23: Possible location of the ASR site east/north-east of the City of Albany, Georgia, USA.
Study of the available materials and maps indicate that suitable areas for the project would be located adjacent to the river, north of the City of Albany. A linear parcel along the river would facilitate placing about 10 RBF wells, each of about 1 MGD capacity, at a lateral spacing of 200 ft. This could draw water from Upper Floridan Aquifer (also called the Ocala aquifer; Fig 24) which is hydraulically connected to the Flint River.

A preliminary 3-D numerical model using MODFLOW (Harbaugh et al., 2000) was set up to explore the flow conditions in the aquifers and the information was used to prepare computationally more efficient 2-D models using MODFLOW. Separate models were set up for obtaining water from the river (named the RBF model) and for injection, storage and retrieval of the pumped water (named ASR model). Geochemical transport of different species in the models with reactions was carried out using the PHT3D (Prommer et al., 2003) which couples the transport simulator MT3DMS (Zheng and Wang, 1999) in MODFLOW with the geochemical model PHREEQC-2 (Parkhurst and Appelo, 1999).

The river water quality and stage data is obtained for the USGS Station ID 02352560 (Flint River at Albany) from the United States Geological Survey (USGS) surface water data inventory. The groundwater quality data were determined from the nearest wells, Well ID 12K129 in the Upper Floridian Aquifer and Well ID 12L020 for the Clayton aquifer. Water quality and hydrology data of the other adjacent wells (12M002, 13L002 and others) were also looked into to determine the regional flow and the required water chemistry.

The 2-D RBF model grid is set up 520 feet long and 160 feet deep with a unit thickness as shown in the upper part of Fig 25. The grid is divided into a total 14 layers and refined at the river portion so that the river hydrograph can be properly represented and the boundary head cells do not go dry at any time during simulations.
Fig. 24: Aquifers in the Albany area
The pumping well is placed 120 feet away from the river bank. The river stage and aquifer data were obtained from USGS sites for surface water and groundwater data. The model is subjected to a time variant hydraulic boundary of the river defined by varying water stages, and with general head boundaries on either side defined with a hydraulic head of 154 ft at a distance of 6000 ft from the boundary corresponding to regional groundwater levels. For simulating aqueous species composition, the river boundary is defined with the observed river water chemistry; and the left and right boundaries are set as constant concentration boundaries - the aqueous chemistry being defined with that of the ambient aquifer water quality.

The ASR aquifer, 125 ft thick, is located between the depths of 625 ft and 750 ft below the ground surface level and is described by a grid as shown in the lower part of Fig 25. The confined aquifer is differentiated into 5 layers. It is depicted by a 2-D symmetrical model, set up with the well at the left end and a general head boundary at the right side. The left boundary cells are set as point sources for injecting and extracting water, i.e. a well with reversible pumps. The length of the model domain is selected in an iterative manner so that the right boundary chemistry remained relatively unchanged from ambient conditions. The vertical grids are closer spaced near the well and placed further apart towards the right boundary as more rapid reactions are assumed to take place in the vicinity of the wells.

Detailed site specific multi-species time series data was not available and only a few parameters such as river stage, temperature and dissolved oxygen in the river water and others for the groundwater were found to be recorded intermittently; and only one set of complete aquatic chemistry data could be constructed for other species. These data are used to emulate annual time series data. Errors in this data set was minimized by carrying out a charge balance of the ions using PHREEQC-2 (Parkhurst and Apello, 1999) adjusting the small errors to chloride concentrations. The aqueous chemistry data sets for the Flint River, Upper Floridan Aquifer (the RBF aquifer) and the Lower Floridan Aquifer (the ASR aquifer) are given in Table 9 and are used for the initial and boundary conditions in constraining the numerical model.
Fig. 25: Two dimensional grid models for depicting RBF (top) and ASR (bottom).
Table 9: Aqueous components as model inputs from charge balanced data set.

<table>
<thead>
<tr>
<th>Component</th>
<th>Flint River (mol/L)</th>
<th>Upper Floridan Aquifer (mol/L)</th>
<th>Lower Floridan Aquifer (mol/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOC</td>
<td>0.00035</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Temperature</td>
<td>9.8 to 30.6</td>
<td>20.4</td>
<td>23</td>
</tr>
<tr>
<td>Dissolved Oxygen</td>
<td>4.4e-4 to 6.9e-4</td>
<td>5.44e-04</td>
<td>0</td>
</tr>
<tr>
<td>Ca(+2)</td>
<td>5.24e-04</td>
<td>9.68e-04</td>
<td>2.99e-04</td>
</tr>
<tr>
<td>Mg(+2)</td>
<td>5.76e-05</td>
<td>2.17e-05</td>
<td>2.47e-04</td>
</tr>
<tr>
<td>Na(+)</td>
<td>2.94e-04</td>
<td>9.18e-05</td>
<td>1.44e-03</td>
</tr>
<tr>
<td>K(+)</td>
<td>4.60e-05</td>
<td>8.19e-06</td>
<td>7.16e-05</td>
</tr>
<tr>
<td>Fe(+3)</td>
<td>1.38e-06</td>
<td>5.37e-08</td>
<td>3.22e-06</td>
</tr>
<tr>
<td>Mn(+3)</td>
<td>7.81e-07</td>
<td>1.82e-08</td>
<td>9.10e-08</td>
</tr>
<tr>
<td>Si</td>
<td>1.09e-04</td>
<td>1.33e-04</td>
<td>3.33e-04</td>
</tr>
<tr>
<td>Cl(-)</td>
<td>7.48e-04</td>
<td>1.44e-04</td>
<td>1.23e-03</td>
</tr>
<tr>
<td>C(+4)</td>
<td>5.98e-04</td>
<td>1.76e-03</td>
<td>1.34e-03</td>
</tr>
<tr>
<td>S(+6)</td>
<td>9.68e-05</td>
<td>1.87e-06</td>
<td>1.35e-04</td>
</tr>
<tr>
<td>N(+5)</td>
<td>2.71e-05</td>
<td>2.04e-04</td>
<td>2.86e-06</td>
</tr>
<tr>
<td>N(+3)</td>
<td>2.14e-07</td>
<td>7.14e-08</td>
<td>0</td>
</tr>
<tr>
<td>Ammonium (+)</td>
<td>1.61e-06</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>pH</td>
<td>7.3</td>
<td>7.9</td>
<td>7.2</td>
</tr>
</tbody>
</table>

Units: mol/L except temperature (°C) and pH is dimensionless.

The extraction rate per well is 1 MGD (million gallons per day). These wells are placed linearly along the river bank every 200 feet so a linear approximation is made to represent the system with a 2D vertical model. The extraction rate per unit width is 5000 gallons per day (GPD). A simplified scenario of extraction from the RBF well for six months, starting October and lasting until March, is used to approximate the season when there would be excess flow in the river. The pump is turned off for the rest of the year.

The average hydraulic conductivity is assumed to be 450 ft/day in the upper aquifer, and 66 ft/day in the storage aquifer estimated from regional transmissivity values (Hicks et al., 1981; Miller, 1986). The ASR wells are placed 350 ft apart with reversible pumps operating at 2900 GPD. Equal injection and extraction rates are assumed for the ASR for a simple analysis. The model set up utilizes symmetry of the system simulating one half of the system imposing half the extraction or injection rates in the model. The actual pumping schedule is shown in Table 10. All simulations are run with a 50 day spin up period so as to remove any biases from arbitrarily
chosen starting conditions. The ambient aquifer head in the upper layers is taken as 154 feet below the ground surface. It is important to note that the hydraulic performance of the wells and the aquifer are assumed adequate in terms of aquifer storage, recovery and hydraulic heads on the aquifer and well-heads.

### Table 10: Pumping Schedule

<table>
<thead>
<tr>
<th>Start time</th>
<th>End time</th>
<th>RBF well</th>
<th>ASR well</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>50</td>
<td>-5000</td>
<td>2900</td>
<td>Start up period</td>
</tr>
<tr>
<td>50</td>
<td>230</td>
<td>-5000</td>
<td>2900</td>
<td>to storage</td>
</tr>
<tr>
<td>230</td>
<td>410</td>
<td>0</td>
<td>-2900</td>
<td>to external supply</td>
</tr>
<tr>
<td>410</td>
<td>590</td>
<td>-5000</td>
<td>2900</td>
<td>to storage</td>
</tr>
<tr>
<td>590</td>
<td>770</td>
<td>0</td>
<td>-2900</td>
<td>to external supply</td>
</tr>
</tbody>
</table>

The MODFLOW/MT3DMS-based multi-component reactive transport model PHT3D was used. Both the upper aquifer and the lower aquifers are carbonate aquifers, so the model was first set up to run equilibrium and dissolution reactions with oxidation of the organic carbon and other species using PHT3D with sorption described by linear isotherms and the reaction module defined by the PhreeqC-2 database (Parkhurst and Appelo, 1999).

The DOC in river water as it infiltrates into the aquifer is initially degraded by the dissolved oxygen in presence of microbes and electron acceptors. Redox sensitive species such as O₂, NO₃⁻, Mn⁴⁺, Fe³⁺, SO₄²⁻ are present in the aquatic environment and these also sequentially act as electron receptors for degradation of dissolved organic matter.

**Key reactions involved in RBF and ASR**

Mineralization of organic matter: \( \text{CH}_2\text{O} + \text{O}_2 \rightarrow \text{CO}_2 + \text{H}_2\text{O} \)  

Denitrification: \( 5\text{CH}_2\text{O} + 4\text{NO}_3^- + 4\text{H}^+ \rightarrow 5\text{CO}_2 + 2\text{N}_2 + 7\text{H}_2\text{O} \)  

Manganese (IV) reduction: \( \text{CH}_2\text{O} + 2\text{MnO}_2(s) + 4\text{H}^+ \rightarrow 2\text{Mn}^{2+} + 3\text{H}_2\text{O} + \text{CO}_2 \)  

Iron (III) reduction: \( \text{CH}_2\text{O} + 4\text{Fe(OH)}_3(s) + 8\text{H}^+ \rightarrow 4\text{Fe}^{2+} + 11\text{H}_2\text{O} + \text{CO}_2 \)  

Sulfate reduction: \( 2\text{CH}_2\text{O} + \text{SO}_4^{2-} + \text{H}^+ \rightarrow \text{HS}^- + 2\text{H}_2\text{O} + 2\text{CO}_2 \)
Pyrite oxidation: \[ \text{FeS}_2 + 3.75\text{O}_2 + 3.5\text{H}_2\text{O} \rightarrow \text{Fe(OH)}_3 + 2\text{SO}_4^{2-} + 4\text{H}^+ \] (19)

The acidity generated by the dissolution of carbon dioxide in water or the excess protons are commonly expected to bring about calcite dissolution, i.e.,

\[ \text{CO}_2 + \text{H}_2\text{O} + \text{CaCO}_3 \rightarrow 2\text{HCO}_3^- + \text{Ca}^2^+ \] (20)

The kinetics of the degradation is also dependent upon the aqueous temperature (Prommer and Stuyfzand, 2005; Greskowiak, 2006) for oxidation of pyrites and organic matter respectively. Modeling temperature of the influx water and the aquifer is also carried out considering temperature as a dummy species that undergoes sorption following a linear isotherm, as water travels through the aquifer. The reaction networks are described in detail in the PHT3D reaction module PHREEQC-2 database and follow on the lines of (Prommer and Stuyfzand, 2005; Greskowiak, 2006). It is often seen that a small amount of organic carbon does persist even when oxidizing agents are present. This is because the organic carbon may also consist of a more persistent form. So a basic persistent level of 2E-05 mol/L of organic carbon is modeled to remain in the aquifer.

The RBF and ASR models were first set to run for equilibrium and dissolution reactions with oxidation of organic carbon in a calcite aquifer, typical of the area considered. A second set of simulations was done injecting the water obtained from the carbonate RBF system into an ASR aquifer with arsenopyrites to check for mobility of arsenic. The pyritic aquifer was assumed to contain 0.1% arsenopyrite, and the simulations considered sole oxidation of pyrites by omitting the presence of the DOC in the filtrate water. If DOC was considered, it would be competing with pyrite for oxidation, and reducing the possibility of release minerals. As it is, the water obtained from the RBF would be low on degradable DOC, as most of it is likely to be consumed in the RBF process. The geochemical modeling of this latter scenario is done in a manner similar to that used by Prommer and Stuyfzand (2005) wherein pyrite oxidation is modeled to be depending upon the concentrations of oxygen, nitrate, proton concentrations, mineral surface area and the concentration of pyrites.
4.4 Results and Discussion

4.4.1 The RBF subsystem

The simulation results for investigation into organic carbon redox reactions, calcite dissolution and the general equilibrium reactions show that the organic carbon degradation is the first predominant reaction that takes place. The model allows for the presence of some dissolved organic carbon as refractory and some as readily degradable (Greskowiak et al., 2005). The simulation result of concentrations of different species in the RBF well is shown in Fig 26. It should be noted that the pump is stopped during the periods 230-410 days and 590-770 days.

The model showed that in the RBF well, consumption of DO is rapid as it enters the aquifer. The dissolved oxygen introduced with the infiltrating water is consumed in overcoming the initial anoxic situation in the aquifer as well as in oxidizing the DOC coming in through the river bed. The river water contains \(3.5 \times 10^{-4}\) mol/L of DOC which is reduced to less than \(0.7 \times 10^{-4}\) mol/L at the first phase of injection. There are seen initial increases in DOC and the \(\text{SO}_4^{2-}\) (denoted by \(\text{S}(+6)\) in the plot) during the early start up time in the plots shown. The small increase in DOC in the plot initially is due to the reason that no DOC was considered present in the aquifer at the start, so its concentration increases to the minimum level assumed to be present in the aquifer. The \(\text{SO}_4^{2-}\) and \(\text{Fe}(+3)\) also increase initially as they are also present in higher concentrations in the river than in the aquifer.

At around 200 days, aerobic degradation diminishes and denitrification takes place rapidly as shown by consumption all of the \(\text{N}(+5)\) and increase \(\text{N}(0)\) concentrations. It is seen that denitrification is not able to degrade the entire DOC coming in with the river water as the DOC concentration picks up slightly. At the end of the pumping period, at 230 days, \(\text{N}(+5)\) is exhausted and rapid iron reduction also takes place converting all the \(\text{Fe}(+3)\) present into \(\text{Fe}(+2)\). A strongly reducing situation then develops corresponding to higher electron activity, indicated by low pe. The degradation of remaining DOC is then gradually degraded to the minimum level due to sulfate reduction, wherein \(\text{S}(+6)\) in \(\text{SO}_4^{2-}\) is converted to \(\text{S}(-2)\). Some \(\text{SO}_4^{2-}\) is still present till the start of the next cycle showing that sulfate reduction is incomplete and no methane generation takes place.
In the next cycle of pumping from 410 to 590 days, the infiltrating water from the river supplies more DO and DOC so that aerobic reactions start taking place. The pE reverts to its higher value. The concentrations of N(+5) and SO$_4^{2-}$ increase with corresponding decreases in N(0) and S(-2) respectively. At the end of the pumping period, denitrification, iron reduction also take place followed by some sulfate reduction when the pump is stopped. This cycle repeats itself subsequently.

The maximum concentrations of the aqueous species in the pumped RBF filtrate water are shown in Table 11 along with that of the Flint River and the final ASR.
output. The concentrations of RBF extract are similar to the concentrations in the deeper aquifer and are taken to be within acceptable limits for injection into the ASR aquifer.

Table 11: Maximum concentration of various aqueous species in RBF and ASR water

<table>
<thead>
<tr>
<th>Aqueous Component</th>
<th>Flint River (mol/L)</th>
<th>RBF Filtrate maximum values (mol/L)</th>
<th>ASR extracted water maximum values (mol/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOC</td>
<td>0.00035</td>
<td>7.54E-05</td>
<td>6.25E-05</td>
</tr>
<tr>
<td>Temperature</td>
<td>9.8 to 30.6</td>
<td>19.1</td>
<td>14.2</td>
</tr>
<tr>
<td>Dissolved Oxygen</td>
<td>4.4E-4 to 6.9E-4</td>
<td>2.67E-05</td>
<td>5.66E-06</td>
</tr>
<tr>
<td>Ca (+2)</td>
<td>5.24E-04</td>
<td>5.33E-04</td>
<td>5.28E-04</td>
</tr>
<tr>
<td>Mg(+2)</td>
<td>5.76E-05</td>
<td>5.80E-05</td>
<td>8.68E-05</td>
</tr>
<tr>
<td>Na(+)</td>
<td>2.94E-04</td>
<td>2.94E-04</td>
<td>6.66E-04</td>
</tr>
<tr>
<td>K(+)</td>
<td>4.60E-05</td>
<td>4.60E-05</td>
<td>5.40E-05</td>
</tr>
<tr>
<td>Fe(+3)</td>
<td>1.38E-06</td>
<td>9.91E-07</td>
<td>9.94E-07</td>
</tr>
<tr>
<td>Fe(+2)</td>
<td>-</td>
<td>9.99E-07</td>
<td>1.63E-06</td>
</tr>
<tr>
<td>Mn(+3)</td>
<td>7.81E-07</td>
<td>-</td>
<td>9.97E-07</td>
</tr>
<tr>
<td>Mn(+2)</td>
<td>-</td>
<td>9.99E-07</td>
<td>9.87E-07</td>
</tr>
<tr>
<td>Si</td>
<td>1.09E-04</td>
<td>1.09E-04</td>
<td>1.82E-04</td>
</tr>
<tr>
<td>Cl(-)</td>
<td>7.48E-04</td>
<td>7.47E-04</td>
<td>8.97E-04</td>
</tr>
<tr>
<td>C(+4)</td>
<td>5.98E-04</td>
<td>9.65E-04</td>
<td>9.66E-04</td>
</tr>
<tr>
<td>C(-4)</td>
<td>-</td>
<td>6.24E-08</td>
<td>2.48E-04</td>
</tr>
<tr>
<td>S(+6)</td>
<td>9.68E-05</td>
<td>9.62E-05</td>
<td>9.61E-05</td>
</tr>
<tr>
<td>S(-2)</td>
<td>-</td>
<td>2.30E-05</td>
<td>1.07E-04</td>
</tr>
<tr>
<td>N(+5)</td>
<td>2.71E-05</td>
<td>3.00E-05</td>
<td>2.94E-05</td>
</tr>
<tr>
<td>N(0)</td>
<td>-</td>
<td>2.73E-05</td>
<td>2.94E-05</td>
</tr>
<tr>
<td>Ammonium(+)</td>
<td>1.61E-06</td>
<td>2.00E-06</td>
<td>1.98E-06</td>
</tr>
<tr>
<td>pH</td>
<td>7.3</td>
<td>6.6</td>
<td>7.38</td>
</tr>
</tbody>
</table>

Units: mol/L except Temperature (°C) and pH is dimensionless.

4.4.2 The ASR subsystem

The RBF filtrate is of adequate quality to be allowed for injecting into the deeper aquifer. The injection periods into the ASR aquifer are 0-230 days and 410-590 days; and the extraction periods are 230-410 days and 590-770 days. The time series plot of the concentrations of various species in the ASR well is shown in Fig 27.

Anoxic conditions are fully developed in the aquifer; some DO seen at the start of the simulations is during the startup simulations. A closer look at the plot shows that complete denitrification occurs at around 230, 410 and 590 days at the ASR well, corresponding to times when the aquifer becomes strongly reducing with low pe
values. Further degradation of organic carbon is caused by partial iron reduction at 230 and 590 days, whereas full iron reduction takes place around 410 days and after 750 days. The S(6) and S(-2) plots also show that reduction of $\text{SO}_4^{2-}$ occurs at around 400 days, and 750 days when the $pe$ is inverted to reducing conditions. All the sulfate is consumed briefly at the end of the extraction periods and extreme reducing conditions exist at those short intervals, with production of 2.48e-04 mol/L of C(-4) for a short time. This situation is immediately corrected when RBF water is injected into the ASR well.

Fig. 27: Concentration time series data at the ASR well. The pump is injecting RBF water into the deeper aquifer in the periods 0- 230 days and 410-590 days, and extracting at other times.
One important aspect in limestone aquifers is that calcite dissolution can be triggered by repeated flow reversals and by lowered \( pH \). Degradation of organic carbon is associated with an increase in acidity, which should, to some extent, promote carbonate dissolution. It was observed in the ASR model simulation (results not shown here) that the calcium concentration was slightly raised near the wells and the zone of this elevated concentration would expand outwards as the water was pumped in and decrease when it was extracted. This shows that there is some flux of calcium ions in the near vicinity of the wells and it could help increase porosity. It is understood that this mechanism can help offset the well clogging phenomenon that can occur due to precipitates near the well or deposition of other organic complexes. A more detailed qualitative analysis was not done here but there is considerable literature available on it (Mirecki et al, 1998; Greskowiak, 2005; Rinck-Pfieffer et al., 2000; Pyne, 2005).

4.4.3 Pyrite Oxidation and Arsenic mobility

Results from the set of runs modeling pyrite oxidation with kinetics are presented in Fig 28. The simulations assuming the absence of DOC did not yield any significant presence of Arsenic in the extracted water.

The figure shows that the aquifer remains anoxic, because the RBF water that is injected has already reduced levels of oxygen, due to oxidation of DOC in the RBF set up. So any remaining oxygen is rapidly used up in pyrite oxidation. The model shows that the rapid consumption of \( \text{NO}_3^- \) and \( \text{SO}_4^{2-} \) during the model run up period also occurs and it subsequently attains equilibrium at very low concentrations during the normal operation of the ASR system. It is seen that the pH averages around the near neutral range. The concentrations of \( \text{As}(3) \) and \( \text{SO}_4^{2-} \) start rising once the injection stops (230 days) and stop when it starts again (410 days). The peak concentration of \( \text{As}(3) \) and \( \text{As}(5) \) observed in the ASR well are 5.27E-11 mol/L and 9.12E-11 mol/L respectively, which are well below the EPA permissible limits in potable water. During pyrite dissolution, ferrous iron released from the pyrite is oxidized to hydrous ferric oxides and this precipitates out. Sorption of arsenic onto these neoformed oxides are known to occur and these further attenuate the arsenic concentration in water. If these conditions are prevalent, then any appreciable mobilization of As will probably not take place. Mobilization could be higher if more
electron acceptors are available. This would occur if more oxic waters were to be injected into the aquifer with pyrites.

![Graphs showing concentration time series plots for different chemical species](image)

Fig. 28: Concentration time series plot at the ASR well for the second case when pyrite oxidation is considered. The pump is injecting RBF water into the deeper aquifer in the periods 0 - 230 days and 410-590 days, and extracting at other times.

4.5 Conclusions and Future Research Recommendations
The study shows that a coupled RBF and ASR scheme is possible and would help alleviate the water scarcity problems in the drier seasons if there is an excess of water in the wetter seasons and suitable geo-hydrologic conditions exist. It was determined this would be a viable option to store and pump water. It was observed through
numerical modeling that the degradation of DOC reduces all of the Fe(+3) and nitrates, and some \( \text{SO}_4^{2-} \). In our simplified case, there appeared no significant mobilization of arsenic and the ASR water was found to be of acceptable quality. Hydraulic aspects such as possible storage volume, recovery efficiency and rates of injection, permissible aquifer head build-ups and fluctuations of it also need to be carefully looked at.

Transport and fate of arsenic is an immediate concern for the field of RBF and ASR schemes. A better elucidation backed by benchmark studies is essential to restore confidence in these schemes. Mobilization of arsenic and other heavy trace elements in different scenarios could be modeled more accurately if it is backed by accurate in-situ geochemical data.

The modeling did not look at the aspects of transport and fate of microorganisms and other chemicals of concern such as disinfection by-products (DBPs) and pharmaceuticals and personal care products which are pressing issues that need to be looked at in the immediate future. The extent of dissolution and potential clogging of the wells also need to be carefully examined to estimate the ease of injection and efficiency of aquifer recovery.

An approach that could be useful for RBF ASR coupling, so that no metals are mobilized from the ASR aquifer, is to ensure that the RBF filtrate that is pumped into the ASR is as close to the ASR aquifer properties as possible. This would minimize the disturbance on the aquifer chemistry balance such that no disequilibrium occurs and setting off redox reactions. Recovered water from this type of bank-filtration ASR system, must comply with EPA standards before being distributed for drinking water purposes. It is expected that the water treatment costs would not only be minimized, but it would also provide water during drought seasons.
CHAPTER 5. CONCLUSION AND RECOMMENDATIONS

Riverbank filtration is an accepted method of treatment for water from rivers (or lakes) which markedly improves the source water quality (Ray et al., 2002a). Riverbank filtration is a mechanism in which wells placed alongside rivers (or lakes) or driven below them are pumped to induce surface water to flow through the aquifer to the wells. As water is forced to travel through the aquifer, natural processes attenuate the contaminants and pathogens in the source water. This study used field data from an operating RBF scheme located along the Rhine River in Dusseldorf, Germany, and carried out focused research on the fate of dissolved organic carbon and on the transport of microbial pathogens. To complement this modeling study, a novel application of RBF and ASR was considered to address seasonal water scarcity in the Albany region of the Georgia in US.

A process-based reactive transport model was developed to analyze the dynamically changing hydro-geochemical processes of the fully functioning RBF site. Transient boundary conditions and flow fields within the aquifer were used to capture the dynamic behavior of RBF and model the degradation of the dissolved organic carbon as well as the transport of bacterial pathogens. The reactive transport model was established on the base of a conservative solute transport model for which temperature and chloride data served as calibration constraints. The major findings of the study are given below.

1. The results of our redox modelling show that aerobic respiration is the predominant process in the RBF subsurface. Anaerobic conditions with partial denitrification occurs within the system only for a short period leading to considerable variability in dissolved oxygen and nitrate concentrations at the monitoring and the production wells. Our results demonstrate that seasonal temperature changes in combination with rapid changes in residence time strongly affected the extent of biodegradation and thus electron acceptor consumption along the flow path.
2. Higher rates of biodegradation, and thus more reducing conditions, were evident at higher temperatures during summer, while low temperatures decreased the microbial activity and led to breakthroughs of dissolved oxygen at the monitoring and production wells. The observed strong seasonal changes in breakthrough of dissolved oxygen concentrations was better predicted when biodegradation rate constants were made dependent on temperature, compared to simulations where the effect of temperature variation was neglected.

3. Flood events in the Rhine River and ensuing higher hydraulic gradients between the river and the pumping wells drastically reduced travel times (~7 days) to the RBF well, compared to average travel times of 25-40 days. On the other hand, low-flow conditions increased the residence time of the infiltrating water to more than 60 days to emerge in the RBF well. The longer travel time in the latter case was responsible for the temporary shift to denitrifying conditions that developed during this period. In general, short term variations in the extent of electron acceptor consumption rates resulted from rapid changes in residence time rather than gradual changes in temperature.

4. The present study elucidates biodegradation of DOC and the development of redox zones along the flow paths of the infiltrating water. An understanding of the temporally changing extents of oxic and anoxic zones in RBF systems, as well as the residence time in these zones is crucial for assessing the breakthrough behavior of redox sensitive trace organic compounds.

5. Rivers and lakes, source waters for RBF systems, can contain high amounts of pathogenic concentrations so the fate and transport of pathogens in an RBF system is of common interest. Microbial transport is modeled in groundwater using the advection-dispersion equation adding on the mass-transfer processes of attachment, detachment and inactivation often approximated with linear kinetic reaction expressions. The rates defined by these processes were found to be velocity dependent, so a rate expression with constant values cannot be used in a
transient simulation of an RBF model where the velocity fields are constantly changing.

6. The concepts of the classical colloid filtration theory and the advection dispersion transport equations were combined together to develop a procedure to incorporate transient conditions into a model for multicomponent reactive transport using MODFLOW and PHT3D. The approach is verified on a benchmark 1-D problem. The results of verification were found acceptable. The ability to use a single set of parameters to describe the breakthrough or transport at different velocities present a unique opportunity. The benchmark 1-D column modeling by our approach showed that we can use the same set of parameters to explain the breakthrough concentrations within a reasonable degree, whether the flow velocity of water was 0.46 m/d or doubled to 0.92 m/d. This has definite advantages for carrying out modeling of transient conditions, such as in the RBF systems, where the velocities are constantly changing, and otherwise it would have been almost impossible.

7. This new model is extended to simulate transport of *E. coli* and Coliforms in a large full scale operating RBF scheme. The model successfully demonstrated both the occurrence as well as the non-occurrence of the breakthrough of *E. coli* and coliforms. The model was able to replicate the breakthrough that occurred during high floods, a moment when the microbial reduction capability of the RBF could be compromised. It also simulated correctly the non-occurrence of breakthrough of the pathogens. The model was successful in depicting the fate and transport of *E. coli* and coliforms in the aquifer.

To complement the study mentioned above a novel application of RBF was considered coupling it with aquifer storage and recovery to address seasonal water scarcity. In areas where there are seasonal changes in water availability, seasonal excesses can be stored underground to meet short-term demands. The Flint River in the Albany region of Georgia, US, was studied as cities located in that area face limitations of growth because of restrictions to additional withdrawal from surface or ground water sources. Using RBF as source water, rather than obtaining water directly from the surface water, would reduce
potentially treatment costs. The RBF site taps the Flint River through the Upper Floridan Aquifer producing water that can be injected into the deeper Clayton Aquifer for storage and subsequent recovery. This study tested the conceptual framework using literature values of having such a coupled system of RBF and ASR schemes and, more importantly, looked at the hydrogeochemical changes that are likely to occur.

1. The study showed that a coupled RBF and ASR scheme is possible and would help alleviate the water scarcity problems in the drier seasons if there is an excess of water in the wetter seasons and suitable geo-hydrologic conditions exist. It was determined this would be a viable option to store and pump water.

2. It was observed through numerical modeling that the degradation of DOC reduces all of the Fe(+3) and nitrate, and some sulfate. In our simplified case, there appeared no significant mobilization of arsenic and the ASR water was found to be of acceptable quality. It is expected it would provide water of adequate quality during seasons when water is in short supply.

Recommendations

1. An approximation in the above-mentioned studies is the hydraulic modeling of the RBF and later the ASR system with MODFLOW using 2-D approximations. It can be argued that a full-scale 3-D model should have been used to model wells. These arguments are correct, yet a 3-D simulation would have required much more computational efforts, including further approximations in boundary conditions and assumptions in various processes. Improvements may be made to the numerical results by adopting a 3-D model.

2. The studies in RBF modeling above use MODFLOW and PHT3D for numerical modeling and therefore are restricted to saturated sub-surface flow. Due to the dynamic nature of river flows, some of the riverbanks will be intermittently wetted or saturated. Powelson et al. (2001) show the importance of air-water-interface in E. coli transport. Even the redox conditions on the capillary zones in shallow water tables may be different due to repeated lowering and rising of these
zones associated with possible exchange of gases with the atmosphere. An important improvement would be to incorporate unsaturated zone modeling to simulate better the processes happening in nature.

3. An important improvement would be to incorporate the transient conditions in the hydraulic conductivity in clogging layers in river and around well points. The response of the riverbed should be able to reflect the flow hydrodynamics, erosion of the clogging layer and or a low flow causing deposition. A full-fledged surface water hydrodynamic model may not be immediately coupled, but the model can be improved to include variations in hydraulic conductivity and porosity over time.

4. In the modeling of microbial transport, the estimation of attachment coefficient is a crucial element, which is related to heterogeneity coefficient ($\lambda$). Most pathogenic microorganisms have a low net negative surface charge over a wide range of pH values; therefore, charge-based attachment to negatively charged soil, sediment, or rock surfaces is likely to be hindered and different from that on positively charged soils. This aspect needs to be addressed in the model.

5. The processes of detachment, straining, biological and physiological processes including microbial motility, mobility, predation, are components that have been simplified or excluded in the model. These could be gradually improved in the future. Neither the pathogen transport model used in the study nor the models discussed in the current literature, couple the aqueous chemistry of the groundwater with the microbes present therein. The temperature, pH, salinity, etc. are already noted to affect the microbe fate and transport, and these factors could be added on to the reactive transport model.

RBF ASR coupling study

1. The modeling was done using literature surveys and desk studies. Real field values, in-situ hydro-geological investigations, aquifer parameters etc. need to be done accurately to determine hydraulic aspects such as possible storage volume,
recovery efficiency and rates of injection and permissible aquifer head build-ups. The effect of the dynamic of repeated pressure reversals in the subsurface in particular also needs to be carefully addressed.

2. The extent of dissolution of calcite and potential clogging of the wells also need to be carefully examined backed by *in-situ* experiments.

3. Transport and fate of arsenic is an immediate concern for the field of RBF and ASR schemes. A better elucidation backed by benchmark studies is essential to restore confidence in these schemes. Mobilization of arsenic and other heavy metals in different scenarios could be modeled more accurately if it is backed by accurate in-situ geochemical data.

4. An approach that could be useful for RBF ASR coupling, so that no metals are mobilized from the ASR aquifer, is to ensure that the RBF filtrate that is pumped into the ASR is as close to the ASR aquifer properties as possible. This would minimize the disturbance on the aquifer chemistry balance such that no disequilibrium occurs and setting off redox reactions. Recovered water from this type of bank-filtration ASR system, must comply with EPA standards before being distributed for drinking water purposes. It is expected that the water treatment costs would not only be minimized, but it would also provide water during drought seasons.
APPENDIX A: PHT3D database modifications for modeling DOC transport

The following is the part of the PHT3D database file that was written to include the redox modeling of dissolved organic carbon (Part 1). Dissolved organic carbon was written as “Orgc” and the sedimentary carbon as “Orgc_sed_l”.

The additional species are added into the list of solution master species in the database and the reaction rate is defined in the “rate” block subsequently. The interface file pht3d_ph.dat is given in Part 2, where the parameter values are defined to be used in the reaction rate calculations.

Part 1: PHT3D Database modification for modeling the fate of DOC

Part 2: PHT3D_PH.DAT the PHREEQC-2 interface package file used in PHT3D
Part 1: PHT3D Database modification for modeling the fate of DOC

The following is the part of the regular database file of the PHT3D that was amended to include the redox modeling of dissolved organic carbon.

# Description: PHREEQC-2 Database modified for Rhine RBF modeling
# (Laxman Sharma, 2012, JOH)
# modified organic carbon rate expression and renamed to "Orgc"
# Orgc_sed_l species added for recalcitrant dissolved organic carbon

SOLUTION_MASTER_SPECIES
...
Orgc   Orgc   0.0   Orgc   30
Tracer  Tracer  0.0   Tracer  1
Tmp     Tmp     0.0   Tmp     1
Orgc_sed_l Orgc_sed_l 0.0   Orgc_sed_l  1

SOLUTION_SPECIES
...
RATES
...

Orgc # (extended - see, e.g., Sharma et al. 2012, ES&T)

- start
#  1          = parm(1) (not used)
#  2   k1_ox   = parm(2) # 1.57e-09
#  3   k1_nit  = parm(3) # 8.00e-10
#  4   k1_sul  = parm(4) # 5e-11
#  5   k1_fe   = parm(5) # 5e-11
#  6   k1_mn   = parm(6) # 2.00e-10
#  7   resid   = parm(7) # 2e-05 residual (undegradable) fraction of DOC
10  mOrgc = mol("Orgc")
12  if (mOrgC < resid) then goto 15
13  m_deg_OrgC = mOrgC - resid
15  if (m_deg_OrgC <= 1e-10) then goto 200
16  mTmp = 1000 * tot("Tmp")
18  f_t   = EXP(-1.5 + 0.18 * mTmp * (1 - 0.5 * mTmp/35))
19  put(f_t,7)
20  mO2   = mol("O2")
25  mNO3  = tot("N(5)")
# 30  mSO4  = tot("S(6)")
# 35  mFe1  = EQUI("Fe(OH)3(a)")
# 36  mFe2 = EQU("Goethite")
# 37  mFe = mFe1 + mFe2
# 40  mMn1 = EQU("Manganite")
# 41  mMn2 = EQU("Pyrolusite")
# 42  mMn = mMn1 + mMn2
50  rate = f_t * k1_ox * mO2/(2.94e-4 + mO2)
52  k_inh_ox= 1e-5
55  rate = rate + f_t * k1_nit * mNO3/(1.55e-4 + mNO3)(k_inh_ox/(m_O2 + k_inh_ox))
# 60  rate = rate + k1_sul * mSO4/(1.e-4 + mSO4)
# 65  rate = rate + k1_fe * mFe/(1.e-4 + mFe)
# 70  rate = rate + k1_mn*mMn/(1.e-4 + mMn)
74  rate = rate * m_deg_OrgC / (1e-05 + m_deg_OrgC)
75  moles = rate * time
200  save moles
-end

#################################
# Orgc_sed_l
#################################
Orgc_sed_l
-start
3    temp_fac=get(7)
5    parm1= parm(1)*temp_fac
7    parm2= parm(2)*temp_fac
10   parm3= parm(3)*temp_fac
20   m_O2 = mol("O2")
30   m_NO3 = tot ("N(5)"")
40   m_MnO2 = equi ("Pyrolusite")
45   m_orgc = tot("Orgc_sed_l")
47   if (m_orgc < 1e-9) then goto 200
50   r_ox=parm1/86400
51   k_ox=1e-5
52   k_inh_ox=1e-5
53   r_nitr=parm2/86400
54   k_nitr=1e-5
55   r_mn=parm3/86400
80   rate = r_ox*(m_O2/(m_O2 + k_ox))+
          r_nitr*(m_NO3/(m_NO3+k_nitr))*(k_inh_ox/(m_O2 + k_inh_ox)) #+ r_mn
90   moles = m_orgc/(m_orgc+1e-5)*rate*time
91   put(r_ox,1)
92   put(r_nitr,2)
93   put(r_mn,3)
94   put(k_ox,4)
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95    put(k_nitr,5)
96    put(k_inh_ox,6)
100  if (moles > m) then moles = m
200  SAVE moles
    -end

    ....
    ....

END
Part 2: PHT3D Database modification for modeling the fate of DOC
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0
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0
1 0 0 1
0 0
Orgc 7
0
1.3e-09
8e-10
2.4e-13
1e-13
1e-13
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-formula Orgc -1.0 CH2O 1.0
Tmp
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Cl
C(4)
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S(6)
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Orgc_sed_l 3
1.9e-11
1.2e-11
1e-13
-formula Orgc_sed_l -1 CH2O 1
APPENDIX B: PHT3D database modifications for modeling microbial transport

Part 1: Modeling MS2 with ADV equation and rate parameters directly (for validating Model with Hijnen 2005 data)

Part 2: Modeling MS2 with filtration theory concept model (validation with Hijnen 2005 data) - This gives us a single set of parameters to model columns with different flow velocities.

Part 3: Modeling E-coli and coliforms transport in a RBF in a full transient dynamic system

Part 4: PHT3D_PH.DAT the PHREEQC-2 interface package file used in PHT3D
Part 1: Modeling MS2 with ADV equation and rate parameters directly (for validating Model with Hijnen 2005 data)

This database modification is done to model MS2 phage transport, Hijnen (2005) column experiment, using the advection dispersion transport equation, Eq. 6 (Chapter 3). Two species of MS2 is defined a mobile form and an immobile form.

**SOLUTION_MASTER_SPECIES**

```plaintext
#
#element species alk gfw_formula element_gfw
...
Mstwo_m  Mstwo_m  0.0  Mstwo_m  1
...
Mstwo_im  Mstwo_im  0.0  Mstwo_im  1
....
```

**SOLUTION_SPECIES**

```
...
```

**RATES**

```
...
```

```
#----------------------------------------------------------------------
Mstwo_m
#----------------------------------------------------------------------
-start
  1 PR  = parm(1)
  2 DR  = parm(2)
  3 DC  = parm(3)
  4 DH  = parm(4)
#----------------------------------------------------------------------

# TIME UNIT in MT3D = DAYS - TRANSLATE INTO SECONDS
#----------------------------------------------------------------------
  5 qx  = parm(5) /86400
  6 qy  = parm(6) /86400
  7 qz  = parm(7) /86400
  8 k_att = parm(8) / 3600 # parm data per 1/hour converted to 1/sec
  9 k_inact = parm(9)/3600 # parm data per 1/hour converted to 1/sec
#----------------------------------------------------------------------

# find rates
#----------------------------------------------------------------------
  10 mMstwo_m = TOT("Mstwo_m")  #units PFP/L
  15 att_rate = k_att*TOT("Mstwo_m")  #units 1/s*PFP/L
  20 inact_rate = k_inact*TOT("Mstwo_m")  #units 1/s*PFP/L
```
#save attachment rate for immobile Mstwo
25 put(att_rate,20)   #PFP/(L.s)
# retrieve detachment rate from rate expression of immobile Mstwo
26 det_rate = get(21)   #PFP/(L.s)

# negative sign is introduced to induce removal of mobile Mstwo
# attachement and inacivation decrease conc
# detachment increases concentrations of mobile Mstwo
30 rate = - att_rate - inact_rate + det_rate
40 moles = rate * TIME   #PFP/(L.s) * s
100 if (moles > m) then moles = m
200 SAVE moles  #PFP/L
-end

####################################################
# Mstwo attached
####################################################
Mstwo_im
-start
  1 PR = parm(1)
  2 k_det = parm(2)/3600   #parm data per 1/hour converted to 1/sec
  3 k2_inact = parm(3)/3600  #parm data per 1/hour converted to 1/sec
  5 mMstwo_im = TOT("Mstwo_im")  #units PFP per gram
  7 bulkdensity = 2600  # kg per cum, 1000g/1000L = g/L
  10 att_rate = get(20)    #PFP/(L.s)
  12 att2_rate = att_rate * PR/bulkdensity  # units 1/s*PFP/L * L/g = PFP/(g.s)
  13 det2_rate = k_det * TOT("Mstwo_im")  # units 1/s*PFP/g = PFP/(g.s)
  14 inact2_rate = k2_inact * TOT("Mstwo_im")  # units 1/s*PFP/g = PFP/(g.s)

# save detachment rate for mobile phase change units
  15 det_rate = det2_rate * bulkdensity/PR  # units 1/s*PFP/g * g/L =PFP/(L.s)
  16 put (det_rate, 21)   # PFP/(L.s)

# positive att2_rate causes immobile Mstwo to increase
# while positive inactivation rate decreases concentrations
  20 rate = att2_rate - det2_rate - inact2_rate  #units = PFP/(g.s)
  95 moles = rate * TIME
  100 if (moles > m) then moles = m
   200 VE moles
-end
Part 2: Modeling MS2 with filtration theory concept model (validation with Hijnen 2005 data) - This gives us a single set of parameters to model columns with different flow velocities.

```
SOLUTION_MASTER_SPECIES
#
#element species alk gfw_formula element_gfw
...
Mstwo_m Mstwo_m 0.0 Mstwo_m 1
...
Mstwo_im Mstwo_im 0.0 Mstwo_im 1
....
SOLUTION_SPECIES
...
RATES
...

###########################
Mstwo_m
###########################

-start
  1 PR  = parm(1)
  2 DR  = parm(2)
  3 DC  = parm(3)
  4 DH  = parm(4)
  #---------------------------------------------------------------------
  # TIME UNIT in MT3D = DAYS - TRANSLATE INTO SECONDS
  #---------------------------------------------------------------------
  5 qx  = parm(5) /86400
  6 qy  = parm(6) /86400
  7 qz  = parm(7) /86400
  8 lambda = parm(8)
  9 k_dec = parm(9)/3600 #inactivation rate inaqueous phase
  #---------------------------------------------------------------------
  # Get fluxes, cell dimensions and porosity from mt3d
  #---------------------------------------------------------------------
  11 vx  = qx / (DH * DC) / PR
  12 vy  = qy / (DH * DR) / PR
  13 vz  = qz / (DC * DR) / PR
  14 print "qx,qy,qz, DH,DR,DC,PR = ",qx,qy,qz, DH,DR,DC,PR
  15 print "vx,vy,vz ",vx,vy,vz
  17 v_abs = sqrt(vx*vx+vy*vy+vz*vz)
  18 print "v_abs [m/d] = ", v_abs * 86400
#----------------------------------------------------------------------
```
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\[ p = (1-PR)^{1/3} \]
\[ As = 2*(1-p^5)/(2-3*p + 3*p^2 - 2*p^6) \]
\[ Ap = 2.1*1e-08 \quad \text{# Hijnen's paper} \]
\[ Ac = 180*1e-06 \quad \text{# (median of grain size distribution, 0.18 mm)} \]
\[ NR = Ap/Ac \]
\[ mTmp = \text{mol}("Tmp")*1000 \]
\[ T = 273.15+mTmp \quad \text{# T = absolute temp in Kelvin} \]
\[ omega = 9.85*10^{15} * T^{-7.7} \quad \text{# omega = dynamic viscosity} \]
\[ k = 1.3806E-23 \quad \text{# Boltzmann's Constant JK}^{-1} \]
\[ Db = k*T/(3*(22/7)*omega*Ap) \quad \text{# Db = Coefficient of Brownian Motion} \]
\[ NPe = v_{abs}*Ac/Db \quad \text{# Peclet nr} \]
\[ print "T, omega, Db, NPe =", T, omega, Db, Npe \]

# Calculating van der Waal's number

\[ H = 6.20E-21 \]
\[ NvdW = H/(k*T) \quad \text{# H = Hamaker Constant = 6.5*10^{(-21)} changed specific to site} \]
\[ sp\_area = 6*(1-PR)/(PR*Ac) \quad \text{# specific surface area unit per m} \]

# Calculating Attraction number
\[ NA = H/(12*(22/7)*omega*(Ap^2)*v_{abs}*PR) \quad \text{# omega = dynamic viscosity} \]
\[ print "As, NR, NPe, NvdW =", As, NR, NPe, NvdW \]

# Calculating the Gravity number
\[ grav = \text{accln due to gravity m/s}^2 \]
\[ grav = 9.81 \]
\[ paden = 1085 \quad \text{# kg/m3 particle density} \]
\[ fluden = 999.7 \quad \text{# kg/m3 fluid density} \]
\[ NG = 2*grav*(v_{abs}^2)*(pden-fluden)/(9*omega*v_{abs}*PR) \]
\[ print "sp\_area, NA, NG =", sp\_area, NA, NG \]

# Calculating Efficiency Factor
\[ n01 = 2.4*As^{(1/3)}*NR^{(-0.081)}*NPe^{(-0.715)}*NvdW^{(0.052)} \]
\[ n02 = 0.55*As*NR^{(1.675)}*NA^{(0.125)} \]
\[ n03 = 0.22*NR^{(-0.24)}*NG^{(1.11)}*NvdW^{(0.053)} \]
\[ n0 = n01 + n02 + n03 \]
\[ print "n0, n01, n02, n03 =", n0, n01, n02, n03 \]

# Overall sticking efficiency
\[ alpha_f = 1.0 \quad \text{# sticking eff at favorable sites = 1} \]
\[ alpha_u = 0.0007 \quad \text{# sticking eff at unfavorable sites} \]
\[ alpha_tot = \text{lambda*alpha}_f+(1-\text{lambda})*\text{alpha}_u \]
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# Straining efficiency
71 \[ nstr = 2.7 \frac{(Ap/Ac)^{3/2}}{#ok} \]
72 \[ \alpha_{str} = 0.01 \] # Straining correction factor #ok
73 print "\alpha_{tot}, nstr =", \(\alpha_{tot}, \) nstr

80 \[ k_{str} = \frac{(sp\text{ area}v_{abs}PR/4)(nstr\alpha_{str})}{#ok} \]
82 \[ k_{stick} = \frac{(sp\text{ area}v_{abs}PR/4)(n0\alpha_{tot})}{#ok} \]
83 m\text{Mstwo}\_m = \text{TOT("Mstwo\_m")}
84 print "m\text{Mstwo}\_m, k_{dec} = ", \text{TOT("Mstwo\_m")}, k_{dec}

# Straining rate (= irreversible)
85 \[ \text{str\_rate} = k_{str} \times \text{TOT("Mstwo\_m")} \]

# Stick rate (= attachment to sediments)
86 \[ \text{stick\_rate} = k_{stick} \times \text{TOT("Mstwo\_m")} \]

# Decay rate in aqueous phase: default \( k_{dec} = \sim 0.2 \) per day
90 \[ \text{dec\_rate} = k_{dec} \times \text{TOT("Mstwo\_m")} \]

# Save sticking (attachment) rate for use
# In rate expression of immobile Mstwo
91 \text{put(stick\_rate,20)}

# Retrieve detachment rate from rate
# Expression of immobile Mstwo
92 \text{det\_rate} = \text{get(21)}

# Negative sign is introduced to induce removal of mobile Mstwo
# Straining and decay decrease conc, detachment increases
# Concentrations of mobile Mstwo
93 \[ \text{rate} = - \text{stick\_rate} - \text{dec\_rate} - \text{str\_rate} + \text{det\_rate} \]
94 print "Rate Ms2: - stick\_rate - dec\_rate - str\_rate + det\_rate", \(\text{stick\_rate, dec\_rate, str\_rate, det\_rate} \)
95 moles = rate \times \text{TIME}
96 print "moles = rate \times time = ", moles, rate, time

#100 if (moles > m) then moles = m
# This is to make sure that the mole removal is not more than that present (not valid here)
200 \text{SAVE moles}
-end

###############################################
# Mstwo attached
###############################################
Mstwo_im
-start
  1 mMstwo_im = TOT("Mstwo_im")
  2 print "mMstwo_im = ", TOT("Mstwo_im")

  # 2 if (mMstwo_im <= 1e-14) then goto 200
  7 k_det = parm(2)/3600  #rate per hour input convert to seconds for Pht3d
  8 k_dec = parm(3)/3600  #inact. rate per hour input convert to seconds for Pht3d
  20 det_rate = k_det * TOT("Mstwo_im")
  25 dec_rate = k_dec * TOT("Mstwo_im")

  # save detachment rate so it can be used in the
  # rate expression for the mobile Mstwo
  28 put(det_rate,21)

  # retrieve straining_rate from rate
  # expression for mobile Mstwo
  30 stick_rate = get(20)

  # positive stick_rate causes immobile Mstwo to increase
  # while positive decay rate decreases concentrations
  40 rate = stick_rate - dec_rate - det_rate
  45 print "Mstwo (attached): stick_rate - dec_rate - det_rate", stick_rate, dec_rate, det_rate
  95 moles = rate * TIME
  96 print "moles = rate * time = ", moles, rate, time

  #100 if (moles > m) then moles = m
  200 SAVE moles
-end
Part 3: Modeling E-coli and coliforms transport in a RBF in a full transient dynamic system

########################################################################
# Description: PHREEQC-2 Database modified for microbial modeling
# Laxman Sharma
# added Coliforms and Ecoli in mobile and immobile forms for RBF modeling
########################################################################

SOLUTION_MASTER_SPECIES
#
#element species   alk    gfw_formula   element_gfw
...
Coliforms_m        Coliforms_m  0.0   Coliforms_m   1
Ecoli_m            Ecoli_m     0.0   Ecoli_m       1
Coliforms_im       Coliforms_im 0.0   Coliforms_im   1
Ecoli_im           Ecoli_im    0.0   Ecoli_im      1

SOLUTION_SPECIES
...

RATES
...

########################################################################
Ecoli_m
########################################################################
-start
  1 PR = parm(1)
  2 DR = parm(2)
  3 DC = parm(3)
  4 DH = parm(4)

#----------------------------------------------------------------------
# TIME UNIT in MT3D = DAYS - TRANSLATE INTO SECONDS
#----------------------------------------------------------------------
  5 qx = parm(5)/86400
  6 qy = parm(6)/86400
  7 qz = parm(7)/86400
  8 lambda = parm(8)
  9 k_dec = parm(9)/86400
# Get fluxes, cell dimensions and porosity from mt3d

11 vx = qx / (DH * DC) / PR
12 vy = qy / (DH * DR) / PR
13 vz = qz / (DC * DR) / PR
14 v_abs = sqrt(vx*vx+vy*vy+vz*vz)

# Calculating van der Waal's number

39 H = 6.5*10^(-21)
40 NvdW = H/(k*T) # H = Hamaker Constant = 6.5*10^(-21)
# k = 1.2806*10^(-23) Boltzmann'd Constant JK^(-1)
42 sp_area = 6*(1-PR)/(PR*Ac) # specific surface area unit per m

# Calculating Attraction number

50 NA = H/(12*(22/7)*omega*((Ap)^2)*v_abs*PR) # omega= dynamic viscosity

# Calculating the Gravity number
# grav =accln due to gravity m/s^2

52 grav = 9.81
53 paden = 1050 # kg/m3 particle density
54 fluden = 1000 # kg/m3 fluid density
55 NG = 2*grav*((Ap)^2)*(paden-fluden)/(9*omega*v_abs*PR)

# Calculating other parameters

19 p = (1-PR)^(1/3)
20 As = 2*(1-p^5)/(2-3*p+3*p^2-2*p^6)
21 Ap = 1.2*1e-06 # 0.5 micron (dia of bacteria 0.5 X 2 L)
22 Ac = 397*1e-06 #(median of grain size distribution)
24 NR = Ap/Ac
25 mTmp = mol("Tmp")*1000
26 T = 273.15+mTmp # T = absolute temp in Kelvin
27 omega = 9.85*10^15 * T^(-7.7) # omega= dynamic viscosity
28 k = 1.2806*10^(-23) # Boltzmann'd Constant JK^(-1)
29 Db = k*T/(3*(22/7)*omega*Ap) # Db = Coefficient of Brownian Motion
30 NPe = v_abs*Ac/Db # Peclet nr
#51 print "T, omega, Db, NPe =", T, omega, Db, NPe

# Calculating other parameters

39 H = 6.5*10^(-21)
40 NvdW = H/(k*T) # H = Hamaker Constant = 6.5*10^(-21)
# k = 1.2806*10^(-23) Boltzmann'd Constant JK^(-1)
42 sp_area = 6*(1-PR)/(PR*Ac) # specific surface area unit per m
# Calculating Attraction number
50 NA = H/(12*(22/7)*omega*((Ap)^2)*v_abs*PR) # omega= dynamic viscosity
#51 print "As, NR, NPe, NvdW =", As, NR, NPe, NvdW

# Calculating the Gravity number
# grav =accln due to gravity m/s^2

52 grav = 9.81
53 paden = 1050 # kg/m3 particle density
54 fluden = 1000 # kg/m3 fluid density
55 NG = 2*grav*((Ap)^2)*(paden-fluden)/(9*omega*v_abs*PR)
#56 print " sp_area, NA, NG =", sp_area, NA, NG
Calculating Efficiency Factor

60 \( n_01 = 2.4 \cdot A_s^{(1/3)} \cdot N_R^{(-0.081)} \cdot N_P e^{(-0.715)} \cdot N_v d W^{(0.052)} \)

61 \( n_02 = 0.55 \cdot A_s \cdot N_R^{(1.675)} \cdot N_A^{(0.125)} \)

62 \( n_03 = 0.22 \cdot N_R^{(-0.24)} \cdot N_G^{(1.11)} \cdot N_v d W^{(0.053)} \)

63 \( n_0 = n_01 + n_02 + n_03 \)

Overall sticking efficiency

65 \( \alpha_f = 1.0 \)  # sticking eff at favorable sites = 1

66 \( \alpha_u = 0.005 \)  # sticking eff at unfavorable sites

68 \( \alpha_{tot} = \lambda \cdot \alpha_f + (1 - \lambda) \cdot \alpha_u \)

Straining efficiency

71 \( n_{str} = 2.7 \cdot (A_p / A_c)^{(3/2)} \)  # ok

72 \( \alpha_{str} = 0.01 \)  # straining correction factor  # ok

73 print "\alpha_{tot}, n_{str} = "\, \alpha_{tot}, n_{str}

74 \( k_{str} = (s_p \cdot A_r \cdot v_{abs} \cdot PR / 4) \cdot n_{str} \cdot \alpha_{str} \)

75 \( k_{stick} = (s_p \cdot A_r \cdot v_{abs} \cdot PR / 4) \cdot n_0 \cdot \alpha_{tot} \)

76 print "\Ecoli_m, k_{dec} = ", TOT("\Ecoli_m"), k_{dec}

Straining rate (= irreversible)

84 \( \text{str\_rate} = k_{str} \cdot TOT("\Ecoli_m") \)

Stick rate (= attachment to sediments)

85 \( \text{stick\_rate} = k_{stick} \cdot TOT("\Ecoli_m") \)

Decay rate in aqueous phase: default \( k_{\text{dec}} = \sim 0.2 \) per day

90 \( \text{dec\_rate} = k_{\text{dec}} \cdot TOT("\Ecoli_m") \)

Save sticking (attachment) rate for use

91 put(stick\_rate,10)

Retrieve detachment rate from rate

Expression of immobile Ecoli

92 \( \text{det\_rate} = \text{get}(11) \)

Negative sign is introduced to induce removal of mobile Coliforms

93 rate = - stick\_rate - dec\_rate - str\_rate + det\_rate

94 print "rate \Ecoli_m: - stick\_rate - dec\_rate - str\_rate + det\_rate", stick\_rate, dec\_rate, str\_rate, det\_rate

95 moles = rate \cdot \text{TIME}

96 print "moles = rate \cdot \text{time} = ", moles, rate, time

100 if (moles > m) then moles = m

100 SAVE moles
-end

#########################################
# Ecoli attached
#########################################
Ecoli_im
-start
  1 mEcoli_im = TOT("Ecoli_im")
  # 2 print "mEcoli_im = ", mEcoli_im
  # 2 if (mEcoli_im <= 0.0) then goto 200
  7 k_det = parm(1)/86400  # rate per day converted to per sec
  8 k_dec = parm(2)/86400  # rate per day converted to per sec
  20 det_rate = mEcoli_im * k_det
  25 dec_rate = mEcoli_im * k_dec
  28 put(det_rate,11)
  30 stick_rate = get(10)
# positive stick_rate causes immobile Ecoli to increase
# while positive decay rate decreases concentrations
  40 rate = stick_rate - dec_rate - det_rate
  #45 print "Ecoli_m (attached): stick_rate - dec_rate - det_rate", stick_rate, dec_rate, det_rate
  95 moles = rate * TIME
  #96 print "moles = rate * time = ", moles, rate, time
  100 if (moles > m) then moles = m
  200 SAVE moles
-end

#########################################
Coliforms_m
#########################################
-start
  1 PR = parm(1)
  2 DR = parm(2)
  3 DC = parm(3)
  4 DH = parm(4)
#----------------------------------------
# TIME UNIT in MT3D = DAYS - TRANSLATE INTO SECONDS
#----------------------------------------
  5 qx = parm(5) /86400
  6 qy = parm(6) /86400
  7 qz = parm(7) /86400
  8 lambda = parm(8)
  9 k_dec = parm(9)/86400
11 vx = qx / (DH * DC) / PR  
12 vy = qy / (DH * DR) / PR  
13 vz = qz / (DC * DR) / PR  
14 v_abs = sqrt(vx*vx+vy*vy+vz*vz)

19 p = (1-PR)^(1/3)  
20 As = 2*(1-p^5) / (2- 3*p + 3*p^2 - 2*p^6)  
21 Ap = 0.8e-06  
22 Ac = 397*1e-06  
24 NR = Ap/Ac
25 mTmp = mol("Tmp")*1000  
26 T = 273.15+mTmp  
27 omega = 9.85*10^15 * T^(-7.7)  
28 k = 1.2806*10^(-23)  
29 Db = k*T/(3*(22/7)*omega*Ap)  
30 NPe = v_abs*Ac/Db
39 H = 6.5*10^(-21)  
40 NvdW = H/(k*T)  
42 sp_area = 6*(1-PR)/(PR*Ac)  
51 NA = H/(12*(22/7)*omega*((Ap)^2)*v_abs*PR)
52 grav = 9.81
53 paden = 1050  
54 fluden = 1000
55 NG = 2*grav*((Ap)^2)*(paden-fluden)/(9*omega*v_abs*PR)

# Calculating Efficiency Factor
60 n01 = 2.4 *As^(1/3)*NR^(-0.081)*NPe^(-0.715)*NvdW^(0.052)  
61 n02 = 0.55*As*NR^(1.675)*NA^(0.125)  
62 n03 = 0.22*NR^(-0.24)*NG^(1.11)*NvdW^(0.053)  
63 n0 = n01 + n02 + n03
# Overall sticking efficiency
65 alpha_f = 1.0  # sticking eff at favorable sites = 1
66 alpha_u = 0.005  # sticking eff at unfavorable sites
68 alpha_tot = lambda*alpha_f+(1-lambda)*alpha_u

# Straining efficiency
71 nstr = 2.7*(Ap/Ac)^(3/2)  # ok
72 alpha_str = 0.01  # straining correction factor  # ok

80 k_str = (sp_area*v_abs*PR/4)*(nstr*alpha_str)
82 k_stick = (sp_area*v_abs*PR/4)*(n0*alpha_tot)

# Straining rate (= irreversible)
84 str_rate = k_str * TOT("Coliforms_m")
# Stick rate (= attachment to sediments)
85 stick_rate = k_stick * TOT("Coliforms_m")
# Decay rate in aqueous phase: default k_dec = ~ 0.2 per day
90 dec_rate = k_dec * TOT("Coliforms_m")

# Save sticking (attachment) rate for use
# In rate expression of immobile Coliforms
91 put(stick_rate,20)
# Retrieve detachment rate from rate
# Expression of immobile Coliforms
92 det_rate = get(21)
# Negative sign is introduced to induce removal of mobile Coliforms
# Straining and decay decrease conc, detachment increases
# Concentrations of mobile Coliforms
94 rate = - stick_rate - dec_rate - str_rate + det_rate
95 moles = rate * TIME
# 100 if (moles > m) then moles = m
200 SAVE moles
-end
Coliforms_im
-start
   1 mColif_im  = TOT("Coliforms_im")
# 2 if (mColif_im <= 1e-14) then goto 200
   7 k_det   = parm(1)/86400
   8 k_dec   = parm(2)/86400
   20 dec_rate = mColif_im * k_dec
   25 det_rate = mColif_im * k_det
# save detachment rate so it can be used in the
# rate expression for the mobile Coliforms
   28 put(det_rate,21)
# retrieve sticking rate from rate
# expression for mobile Coliforms
   30 stick_rate = get(20)
# positive stick_rate causes immobile Coliforms to increase
# while positive decay rate decreases concentrations
   40 rate    = stick_rate - dec_rate - det_rate
# 45 print "Coliforms: str_rate - dec_rate - det_rate", str_rate, -dec_rate, -det_rate
   95 moles = rate * TIME
100 if (moles > m) then moles = m
200 SAVE moles
-end

END
Part 4: PHT3D_PH.DAT the PHREEQC-2 interface package file used in PHT3D

```
2 10 15 1 1e-10 0.001 4000
0 5 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 2 0 0 2 0 0
Coliforms_m 9
  PR
  DR
  DC
  DH
  qx
  qy
  qz
  0.0016
  0.3
  -formula Coliforms_m 1.0
Ecoli_m 9
  PR
  DR
  DC
  DH
  qx
  qy
  qz
  0.0016
  0.3
  -formula Ecoli_m 1.0
Tmp
Na
Cl
pH
pe
Coliforms_im 3
  0.009
  0.3
  0
  -formula Coliforms_im 1.0
```
Ecoli_im 3
  0.009
  0.3
  0
  -formula Ecoli_im 1.0
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