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ABSTRACT

Using the TRANSPAC XBT data at a depth of 300 m, the
regional wvariability of energy, time scales, length scales,
and phase propagation of internal temperature fluctuations
in the mid-latitude North Pacific was examined. The results
showed that the regional variability in the eastern half of
the basin is substantially different from that in the
western half.

In the eastern North Pacific, the energy of the
internal temperature fluctuations is very 1low and fairly
uniformly distributed. Time and meridional length scales
are distributed over broad ranges, zonal length scales are
relatively small, and the direction of phase propagation is
almost due west. At the eastern boundary, the opposite
tendency in time and length scale distribution holds.

In contrast, the energy in the western North Pacific
is high, particularly along the main axis of the Kuroshio
Extension Current (KEC), and decreases towards the east. It
also decreases towards the north and south, with length
scales of decay of about 1000 km. Time scales are small
near the western boundary and increase eastward. Both zonal
and meridional 1length scales are large near the western
boundary and decrease eastward. Phase propagation along the
KEC appeared to be eastward, while that in the outer regions
north and south of the KEC seemed to be westward with
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poleward components to the north and south, respectively.

In an attempt to explain these observed
characteristics, three independent studies of baroclinic
instabilities of nonzonal currents have been conducted.
First, 1local baroclinic instability of nonzonal currents was
explored. It was found that time scales are smaller, length
scales are larger, and eastward phase speeds are higher
whenever there were 1larger vertical shears, and/or more
meridional orientations of the mean flow and propagating
wave, and/or a less stable stratification. Secondly,
radiation of energy from a mesoscale disturbance traveling
along a nonzonal current was studied to determine the length
scale of decay and also to determine any differences in
radiation between a zonal and nonzonal flow (cf, Pedlosky,
1977). The results showed that the region in period-
wavelength space where radiation occurs is much larger in
the nonzonal cases than in the zonal case. Furthermore, in
the nonzonal cases, the broad ranges of periods and
wavelengths of the disturbance overlap the observed ranges.
Lastly, radiating instability of zonal and nonzonal currents
was explored, using a more realistic flow structure than was
used in the second study. This more elaborate theory
extended an earlier analysis of the purely 2zonal case
(Talley, 1982). It was found that the nonzonal cases (30°
and 60° mean flows) actually show better agreement with

the observations than the zonal case.
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PREFACE

For the past decade Professor Lorenz Magaard and his
colleagues in the Department of Oceanography at the
University of Hawaii have been actively involved in
observational and theoretical studies of baroclinic Rossby
waves in <the North Pacific. They found that a major
portion of the observed internal temperature fluctuations
can be explained by the presence of baroclinic Rossby
waves. The investigation herein is an extension of their
research effort.

Performing various analyses on the TRANSPAC XBT data,
provided by Dr. Warren White of the Scripps Institution of
Oceanography, I found that in the eastern North Pacific
internal temperature fluctuations can be explained by means
of Dbaroclinic Rossby waves over a broad range of
frequencies. However, in the western North Pacific the
analyses showed results different from earlier studies. 1In
this region the distributions of energy, time scales,
length scales, and phase propagation of internal
temperature fluctuations show entirely different trends
from those in the eastern North Pacific. Apparently, the
observed characteristics in the western North Pacific
cannot be totally explained by means of Rossby waves.

What then are the processes underlying the observed

characteristics ? This was an intriguing question to me,
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and I decided to investigate generation mechanisms that
might be responsible for the observed internal temperature
fluctuations in the mid-latitude western North Pacific.

It is well known that there are different generation
mechanisms in different areas. Such mechanisms can be
categorized as direct atmospheric forcing, topographic
forcing, and forcing by means of current instabilities. 1In
the mid-latitude western North Pacific, however, forcing
based on the instability of mean flow is obviously an
important candidate as a generation mechanism. These
forcings include local baroclinic instability of the strong
currents, 1local instability in the open ocean, radiation
from rings, meanders and localized unstable disturbances,
and radiating instability.

Local baroclinic instability is an obvious source
along strong currents 1like the Kuroshio Extension Current
(KEC) . Hence, local baroclinic instability of a mean flow
was chosen as the first theoretical task in an effort to
explain the observed time scales, length scales and phase
propagation of internal temperature fluctuations. However,
the KEC exists in a rather narrow strip, and the conditions
necessary for 1local baroclinic instability rarely exist in
the open ocean. Furthermore, the energy of thé internal
temperature fluctuations has a maximum located at 35-36°N
and minima at about 45°§ and 25°N, indicating a length
scale of decay of about 1000 km. It seems that the local
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baroclinic instability cannot be a major source responsible
for such a large area of fairly energetic internal
temperature fluctuations.

Another possible source of the energy manifest in the
temperature fluctuations in the far-fields is radiation
from unstable disturbances (Pedlosky, 1977). A model
similar to Pedlosky's was applied to the KEC region as the
second theoretical task. Finally, a third task sought to
invoke a more realistic model of the current in a manner
similar to that done by Talley (1982) in her study of
radiating instabilities in 2zonal shear flows. Both
nonzonal and zonal shear flows were investigated.

Some observations suggested that the mean flow in the
mid=-latitude western North Pacific may be nonzonal. Also,
preliminary studies in the three tasks examining only zonal
mean flows did not satisfactorily explain the observed
characteristics. I therefore generalized my models to
handle nonzonal mean flows and re-investigated the three
tasks. Although these studies were aimed at comparing
theoretical results with observations, an emphasis was
placed on comparing the instability of zonal and nonzonal

flows.
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CHAPTER I.

SPATIAL AND TEMPORAL CHARACTERISTICS OF INTERNAL

TEMPERATURE FLUCTUATIONS IN THE MID-LATITUDE NORTH PACIFIC

1. Introduction

Since the development of the TRANSPAC XBT program
(White and Bernstein, 1979), many studies of the
variability of energy, time scales, length scales and phase
propagation of internal temperature fluctuations have been
conducted. From them we have learned that the potential
energy or the variance of internal temperature fluctuations
is much higher in the western North Pacific, especially
along the axes of the Kuroshio current system, than in the
eastern North Pacific with a relatively sudden change at
about 170°W (Roden, 1977; White, 1977; Wilson and Dugan,
1978; Kang and Magaard, 1980; Bernstein and White, 1981;
White, 1982; Harrison et al, 1983; Mizuno and White, 1983).
We also know that there are predominant interannual
fluctuations (White and Walker, 1974; Price and Magaard,
1980; White, 1983) and near-annual ones with periods
ranging from several months to +two years (Bernstein and
White, 1974; Emery and Magaard, 1976; Bernstein and White,
1981; White, 1982). This is also clearly shown in

Magaard's (1983) composite model spectrum for the area of
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20-25°N, 175-130°W. The most commonly observed
wavelength of the internal temperature fluctuations both in
the 2zonal and in the meridional direction is reported to be
in a range of 400-1000 km (Roden, 1977; Wilson and Dugan,
1978; Kang and Magaard, 1980; Harrison et al, 1981). Phase
propagation is basically westward with a speed of 1-4
cm/sec (Kang and Magaard, 1980; Bernstein and White, 1981;
White, 1982). However, Mizuno and White (1984), using the
same data as used in this study, found that the phase
propagation is eastward along the axis of the Kuroshio
Extension Current (KEC).

Although the most prominent £features of internal
temperature fluctuations in the mid-latitude North Pacific
have already been determined in earlier studies, the
regional characteristics have yet to be systematically
studied. This chapter describes the results of an
investigation of the geographical distribution of energy,
time scales, 1length scales and phase propagation of the
temperature fluctuations at a depth of 300 m in the
mid-latitude North Pacific. Several standard analysis
methods such as autocorrelation analysis, spectrum
analysis, time-longitude and time-latitude contours, and

harmonic analysis have been utilized.

2. The data

The investigation presented herein was based upon

2




temperature samples at 300 m depth, mostly from the
TRANSPAC XBT program, but augmented with observations
archived at the Japanese Oceanographic Data Center for the
region near Japan. The individual XBT observations were
first blocked in time into bins of 3-month intervals and
then mapped onto a 0.5° latitude by 0.5° 2longitude
grid, from the coast of Japan to the coast of California
between 30° and  45°N. The number of total XBT
observations per each 3 month interval in the study area
ranged from 800 to 3300, increasing with season. The
coverage in time runs from summer 1976 to spring 1980. The
gridding of the seasonally Dblocked temperature was
accomplished by fitting a linear trend surface to the
nearest eight surrounding observations and then selecting
the value at the grid point from this surface. This data
set was produced by Dr. Warren White of the Scripps
Institution of Oceanography, who made the data available
for this study. Other recent investigations using this
data set were conducted by White (1982) studying the
eastern North Pacific (180°-120°W) and by Mizuno and
White (1983) studying the western North Pacific

(130°E~-170%) .

3. Mean and standard deviation

Contours o©f the long-term (4 years) mean temperature
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at a depth of 300 m (Fig. 1.1l) indicate that the Kuroshio
Current is oriented about 45-60° in a region south of
Japan and then leaves the coast of Japan as the KEC. (The
convention for direction of propagation of currents and
waves used throughout this dissertation is that eastward
propagation is designated by 0°, northward propagation by
90°, and so on) The mean temperature profiles indicate
that the KEC may bifurcate at about 152°E, becoming two
nonzonal branches. The northeastward (NE) branch is
oriented about 20° (along the 6-8°C isotherms), and the
southeastward (SE) branch is oriented about 330-350°
(along the 11-14°C isotherms). This bifurcation of the
mean flow may be triggered by the Shatsky Rise, a broad
submarine ridge located near the point of bifurcation.
Mean temperature gradients of about 3°C/100 km at
150°E, 1°c/100 km at 165°E along the SE branch, and
0.3°9C/100 km at 160°W are seen.

Contours of the standard deviation of temperatures
from the long-term mean (Fig. 1.2) show a drastic change at
173°W, along the main axis of the KEC suggesting that the
vigorous current-related fluctuations terminate there.
West of 173°%F the standard deviation is mostly larger
than 0.5°C, especially along the SE branch of the KEC.
East of 173°W the standard deviation is mostly less than

0.5°C with a fairly homogeneous distribution. Along the
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SE branch, the standard deviation shows a distribution of
highs and lows with intervals of 300-750 km between the
neighboring maxima (or neighboring minima). We speculate
that these intervals may be regarded as wavelengths of a
fully developed, finite amplitude instability of the KEC.
The shape of the 1°C contour line of the standard
deviation suggests that <the energy sources are apparently
located along the axes of the KEC and that the energy is
transported to the east. The shape also indicates that the
energy is radiated from the axes toward the north and south
into the far-fields. In the far-fields there is evidence
that the energy may propagate to the west as stable
baroclinic Rossby waves. If areas with values of the
standard deviation 1less than 0.5°C are regarded as areas
of background fluctuations, the length scale of decay from
the current-related source region to the region of the

background fluctuations in the far-fields is about 1000 km.

4., Time scales

a. Autocorrelation analysis

As a preliminary step to investigate the dominant
time scales manifested in the data, an autocorrelation
analysis has been applied. The procedure will determine

the first zero=-crossing time lag (hereafter referred to as
6




ZXTL) at each grid point. In this analysis the time series
have been used without any filtering and only grid points
that have more than 12 consecutive data points are
included.

As a general result, the autocorrelation functions
had sharply lower values beyond the ZXTL. Therefore, one
can consider the ZXTLs as decorrelation time scales. Table
1.1 displays the total number of estimated ZXTLs in each
subarea (Fig. 1.3) and their distribution (in percentage of
the total number) in 7 categories of time lags. The most
commonly occuring 2XTL is 1less than three months. A
comparable decorrelation time scale of about 2 months was
found by Bernstein and White (1981) analyzing about 2 years
of the TRANSPAC XBT data in the western North Pacific. The
next most commonly occuring ZXTLs are 3 to 6 months.

The ZXTLs of 1less than three months occur most
commonly in subareas I and VI (near both boundaries). The
ZXTLs are generally more broadly distributed in lag in the
interior than in the boundary region. In the interior
region the 2XTLs are distributed over a narrower range in
the western than in the eastern North Pacific. As one
proceeds from subarea I to subarea IV, the distribution of
the ZXTLs become broader with a gradual increase in number
of 1larger time lags. However, the small ZXTLs of less than
3 months and 3 to 6 months are still dominant in subareas

IT and 1III. As one proceeds further east, from subarea IV

7




Table 1.1 Total number of estimated first zero-crossing time
lags in each subarea and their distribution (in percentage of
the total ntmber) in 7 categories of time lags.

longitude band

1 139-188C 1S9-178E 179WE-178W 178-158V 158-130W 148-128V

otal est.)} } (693) (989) (852) (919) (888) (255)
;;m,\} I II III v v VI
- <3 i 48 36 35 14 29 58
3-6 } g 37 34 1?7 16 23
6-9 } 11 11 12 15 18 18
9-12 } 8 7 19 13 13 7
12-15 : 1 S 19 13 2
15-18 } g 3 2 17 9 g
> 18 } 1 1 g ] 4 g




GEOGRAPHICAL DISTRIBUTION OF THE SUBAREAS AND THE MISSING DATA
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Figure.l.g Distribution of subareas I-VI and contours indicating the numbers of the
missing data point in time. Inside the label 1 there is no missing data point
in time.



to the eastern boundary, the spread in time scales
diminishes again.
A more detailed picture of the geographic

distribution of the 2XTLs is presented by the contours of

Figure 1.4. Here we see a region of larger time scales
(ZXTLs 6 months and larger) between longitudes
155°-170°E, and latitudes 36°9-43°N, in the

northeastern branch of the KEC. This may be a consequence
of the Shatsky Rise, since topography can scatter energy

toward larger time scales (Rhines and Bretherton, 1974).

b. Frequency spectrum analysis

Frequency spectra have been estimated using the
direct Fourier transform performed at each grid point. The
Fourier coefficients were then smoothed by spatial
averaging instead of a smoothing in the frequency domain,
because of the small number (16) of points in time. The
Fourier coefficients have been calculated from the time
series at each grid point. These coefficients are averaged
over each of the six subareas (Fig. 1.3), over the area
west of 170°W, over the area east of 170°W, and over
the entire study area. The final frequency spectra are
then calculated from the spatially averaged coefficients.
Therefore, a total of 9 smoothed spectra have been

produced. The same estimaticn procedure was repeated after
10




1T

=
wn

LATITUDE
=
(-~

w
wn

1 0 ¢t 1 111 0111

(9]
[~}
1

LONGITUDE

Figure 1.4 Geographical distribution of the first zero-crossing time lags [months}
of the temperature at 300 m depth.



removing the 1linear trend in each time series to determine
to what degree the linear trend affects the spectrum.

Complete, 16 points records did not exist at all grid
points. Fig. 1.3 shows contours of the number of missing
points. Oonly those records with no gaps were used in the
computation 6f the smoothed spectra. Most of the field had
records with no gaps, i.e., the area inside the l-gap
contour.

Since the data are not independent from one grid
peint to another, the effective number of degree of freedom
has to be calculated to determine the confidence interval
for each spectrum. Using the formula given by Emery and
Magaard (1976), the effective number of degrée of freedom
was calculated for subarea I which has the smallest number
of grid points (354); about 100 degree of freedom was
found. Since all the other subareas contain a larger
number of grid points than subarea I, the number of degree
of freedom of 100 was taken for each subarea to assign 95%
confidence intervals for the spectra. This was done to
save much computer time, since the calculation of the
number of degrees of freedom is laborious.

In the following figures, Figs. 1.5 and 1.6, the
broken 1lines indicate the spatially smoothed spectra with
the 1linear trends included, and the solid lines indicate
those with the linear trends removed.

In subarea I, near the western boundary, the bulk of

12
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the energy is found in the frequency range of 0.75-1.25
cycles/year (cpy) and is somewhat uniformly distributed.
In this region the removal of the linear trends makes no
difference for the shape of the spectra indicating a lack
of very low frequency fluctuations. 1In subareas II and III
(the interior western North Pacific) the energy levels are
higher and less uniformly distributed in frequency.
Distinct peaks are seen at 1 cpy both in subarea II (15% of
the total energy) and in subarea III (16%). When the
linear trends are removed, the peak in subarea II become
larger, changing in % of the total energy content from 15%
to 23% at 1 cpy, while the peak in subarea III show little
change (from 16% to 21% at 1 cpy). The spectra illustrate
that the 1linear trends account for a larger portion of the
energy in subarea II than in subarea III, while the energy
at the 1lowest frequency after the removal of the linear
trend is higher in subarea III (67%) than in subarea II
(33%).

In subareas IV and V (the interior eastern North
Pacific) and in subarea VI (the eastern boundary), the
energy 1level 1is very 1low at all frequencies compared to
that in subareas II and III, as is anticipated from the
distribution of the standard deviation. The spectra show
the energy distribution over the relatively broad range of
frequency. In these subareas the energy at the 1low

frequencies decreases considerably when the linear trend is
15




removed; the high frequency estimates are less affected.
Fluctuations of frequencies higher than the annual
contribute more to the total energy in the eastern boundary
than in the other subareas.

Hence, it 1is very clear that the spectra in subareas
IV and V are distinct from those in subareas II and III.
It is certain that long-term fluctuations in the eastern
North Pacific are different from those in the western North
Pacific. We speculate that the (comparatively) high energy
at the very low frequency in subareas IV and V may indicate
the existence of the same 1low frequency signal seen in
Magaard's (1983) model spectrum. The spectra also indicate
a different distribution in the small time scales.

In the more highly smoothed spectra representing the
western and eastern halves of the field (Fig. l.6a and
1.6b), one sees essentially the same structure previously
explained, only with greater statistical certainty. The
whole~-field spectrum (Fig. l.6c) is, as would be expected,
with the dominant annual peak from the western region

manifested in the whole~field average.

5. Length scales

a. Autocorrelation analysis

In a manner similar to that performed for the

16




investigation of the dominant time scales, the spatial
autocorrelation functions in both zonal and meridional
directions are computed in each subarea. The zonal first
zero-crossing spcae lags (ZZXSL) are computed in each
subarea from the zonal space series (40 grid points) of the
temperature fluctuations at each latitude and season. The
meridional =zero-crossing space lags (MZXSL) are computed in
each subarea from the meridional space series (30 grid
points), at each 1longitude and season. Also, the ZZXSLs
and the 2ZMXSLs can be regarded as the zonal and meridional
decorrelation 1length scales as was done in the time scale
analysis, since the autocorrelation functions were
generally much smaller at lags larger than these scales.

Tables 1.2 and 1.3 show the total number of estimated
ZZXSL and 2ZMXSL, respectively, in each subarea and their
distribution (in percentage of the total number) in the
given categories of space lags. In general, the MZXSLs are
smaller than the ZZXSLs.

The distribution of 2ZXSLs (Table 1.2) show a
tendency towards larger 1length scales at the boundaries
than in the interior. The most common ZZXSL in the whole
field was 150-200 km. The distribution of the MZXSL (Table
1.3) in the western half of the field show a similar
tendency; length sclaes get shorter towards the interiocr.
However, the eastern boundary exhibits predominantly

shorter meridional length scales.
17




Table 1.2 Total number of estimated zonal first zero-crossing
space lags in each subarea and their distribution (in percentage
of the total number) in 9 categories of space lags.

longitude band 1 I39-1SSE 158-179E 17WE-178V 178-1SV 1S8-138V 148-128V
(total est.) 1 (159) (451) (438) (444) (446) (326)

::;::1ng >~ } I IT 11T IV Vv VI

" sg-108 1 8 P P 1 2 1
188-150 : 17 27 31 25 18
158-299 1 22 36 3 36 34 3g
208-258 1 1e 15 21 1 18 19
259-308 1 18 14 12 19 18 14
398-352 1 23 8 3 s 6 1
350-499 LI 5 s 2 3 s
A28-458 12 s 2 2 2 2
458-598 LI g 1 1 1 1

Table 1.3 Total number of estimated meridional first zero-crossing
space lags in each subarea and their distribution (in percentage of
the total number) in 8 categories of space lags.

longitude bsnd 1 149-150E 158-178E 179E-178V 178-158W 158-138W 138-128V
total est.) 1 (279) (625) (648) (648) (6311 (164)

raro- L. I I w v VI

crossing (km 1

T sa-108 11 1 2 3 7 12
188-158 L 28 38 21 33 58
158-299 1 25 39 2N 28 28 27
298-258 LI 24 19 13 12 9
253-388 LI 7 8 17 12 1
399-350 L 1 14 2 1
350~-42¢2 } g 1 4 1
498-458 L P 8 g 1 P
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b. Wavenumber spectrum analysis

Using the space series of the temperature data,
wavenumber spectra are estimated by using the standard
Blackman-Turkey method. For the zonal wavenumber spectra
in the western North Pacific, the space series covering the
distance from near Japan to the date line are used after
removal of the spatial 1linear trends. Due to data gaps,
not all records were the same length. The average record
length is about 45 degrees in the zonal direction; the
sampling rate is 0.5°. In order to obtain composite
zonal wavenumber spectra at latitudes, 30°, 319,..,

2°,..45°, individual spectra are estimated for each
season at latitudes 2° and ( 2+0.5)°. Then for each
latitude 2©, 32 individual spectra are averaged at each
wavenumber (16 points in time x 2 latitudes = 32 spectra
averaged) . The effective number of degrees of freedom for
the composite spectra is estimated using the formula given
in Emery and Magaard (1976) and is about 60. This
effective number of degree of freedom is used to determine
the 95% confidence intervals in the composite spectra. The
composite wavenumber spectra at several selected latitudes
(339, 369, 39° and 44°N in the western North
Pacific and 329, 359, 39° and 44°N in the eastern
North Pacific) are shown in Figs. 1.7a and 1.7b.

The zonal wavenumber spectra in the western North

19
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Pacific (Fig. 1l.7a) exhibit energy levels that are highest
at 35° and 36°N at most wavenumbers and lowest at all
wavenumbers at 42-45°N. In the eastern North Pacific,
the maximum energy levels are nearly two orders of
magnitude smaller than <the maximum energy in the western
North Pacific. In the eastern North Pacific there is very
little difference in energy levels among different
latitudes. The slightly higher energy levels are at 39°N
and the slightly lower ones are at 45°N in the eastern
North Pacific.

The slopes of the zonal wavenumber spectra change at
wavelengths of 600~750 km in the western North Pacific and
at wavelengths of 420-500 km in the eastern North Pacific.
The latter is less clear. The difference in the
wavelengths at which the slope change occurs reflects the
difference in dominant 1length scales. The slope changes
are more dgradual in the eastern than in the western North
Pacific. In the western North Pacific the spectral slopes
at 35-45°N are =-2.7 to -3.2 (on a log;y-log,, scale)
at wavelengths of 100-750 km and nearly flat at wavelengths
longer than 750 km. However, those at 31-35°N are -2.7
to -3.0 at wavelengths of 100-750 km and -1 to =-1.2 at
wavelengths longer than 750 km indicating a broader
distribution of 1length scales at 31-35°N than at
35-45°N. The spectral slopes in the eastern North

Pacific are =-2.6 to =-3.0 at wavelengths of 100-500 km.
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Hence, they are gentler than those in the western North
Pacific, indicating greater importance of the smaller scale
fluctuations. The slopes at wavelengths longer than 500 km
are about =1 (slightly flatter at 31-34°N) in the eastern
North Pacific, comparable to those in the western half of
the field.

Composite meridional wavenumber spectra are estimated
using the meridional space series covering 15° of
latitude. Each composite spectrum is obtained by averaging

spectra over 2.5° of longitude (5 grid points) and 16

seasons. The effective number of degrees of freedom for
these composite spectra is about 55. The spectra at
several selected longitudes (146°, 159°, 176°E,

176°, 164° and 142°W) are shown in Figs. 1l.7c¢ and
1.7d. In the meridional wavenumber spectra the highest
energy is found at 138.5-146°E at all wavenumbers.

The slopes of the spectra change at a wavelength of
400 Xm. Slopes of =-2.5 to -3.4 are found (on a log;g~
logyy scale) over wavelengths of 100-400 km with steeper
slopes in the west indicating more relative importance of
small scale fluctuations in the east. The slopes at

wavelengths longer than 400 km range from -0.4 to -1.0.

6. Phase propagation

a. Time-longitude and time-latitude contours
Time-longitude plots of the temperature variability
22




at each full degree of latitude are displayed to examine
the direction of 2zonal phase propagation. Figs. 1l.8a-h
exhibit the contours at each odd-numbered latitude. 1In the
figures contours sloping upward towards west indicate
westward phase propagation.

In the eastern North Pacific the direction of zonal
phase propagation is essentially westward except in the
regions north of 44°N and near the eastern boundary. The
westward phase propagation is most pronounced at 39°N
with speeds of about 2 cm/sec.

In the western North Pacific the characteristics of
the 2zonal phase propagation is more complicated. The
westward phase propgagtion is relatively more evident at
latitudes between 37° and 43°N and also at latitudes
between 30° and 33°N. Between these zones, however,
eastward propagation of phase is manifest. This had been
seen earlier by Mizuno and White (1984). As in the case in
the eastern half of the field, westward propagation is most
pronounced at 39°N with speeds of about 2 cm/sec.
Westward phase speed 1is seen to be higher towards the
south; at 31°N, for example, the phase speed of 4.5
cm/sec 1is estimated over longitudes between 165°E and
168°W. The eastward phase propagation is most evident at
35°N with speeds of about 3 cm/sec.

Time-latitude plots of the temperature variability
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are displayed in Fig. 1.9 to examine the direction of
meridional phase propagation. In this figure the contours
sloping upwards towards the north indicate northward
propagation. The slopes of the contours in the region
141°-171°E indicate phase propagation away from the
axis of the KEC, northward and southward. A typical phase
speed in both direction is approximately 1-2 cm/sec. The
propagation of phase is not apparent in all seasons, i.e.,

not contiguous throughout the record.

b. Harmonic analysis

A 12-month harmonic was fitted to a smoothed version
of the data to investigate phase propagation of the
temperature fluctuations at the annual period. In order to
enhance statistical significance, the original half-degree
gridded data were averaged within 1° latitude by 1°
longitude boxes (4 points in space) before fitting the
12-month sine curves. 20-40% of the total variance is
contained in the annual harmonics (raw bandwidth of
10.7-13.7 months) of the time sequences of the western
North Pacific and 10-20% from the eastern North Pacific
time sequences. This 1is an agreement with the spectra
previously computed.

The phases of the fitted harmonics have been mapped

geographically to see if any systematic patterns exist that
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might indicate a propagating disturbances. Phases along
zones at different 1latitudes are shown in Figs. 1.l1l0a-h.
Westward phase propagation can be inferred from 1lines
sloping upward towards west. Essentially the same phase
propagation is seen as was found in the time-longitude
contours. The westward phase speed is roughly 2 cm/sec at
latitudes north of the KEC. At 35 and 36°N, eastward
phase 1is again seen and has a speed of about 3.8 cm/sec
(Fig. 1.10f). Between 31° and 33°N, westward phase
speeds are roughly 2.5-3.2 cm/sec.

Phase of the 12-month harmonic along meridions are
shown in Fig. 1.11. Similarilj looking curves were grouped
in small block of longitude. The phases within 154-165°E
show a considerably persistent pattern in which the
relative minima of phase exist around 36°N, indicating
northward propagation north of about 36°N and southward
propagation south of about 36°N. The apparent phase
speed 1is approximately 2.3 cm/sec in both directions. This
tendency of phase propagation to the far-fields from about
36°N is apparent only in the western North Pacific. East
of 165°E the direction of meridional phase propagation is
not consistently northward or southward.

Contours of the phase of the annual harmonics over
the entire field are displayed in Fig. 1.12. In this
figure the shaded region shows phase less than 120°,
There is a fairly regular pattern of high and low values in
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the eastern half of the field, wherein the direction of
phase propagation is exclusively westward. In the western
part of the field, this pattern persists, except along the
main axis of the KEC, where phase propagation was eastward.
The direction of phase propagation north and south of the
KEC seems to assume a larger poleward component to the
north and to the south respectively, than in the eastern

half of the field, where phase propagates almost due west.

7. Summary and conclusions

The distributions of energy, time scales, 1length
scales and phase propagation in the mid-latitude eastern
North Pacific are substantially different from those in the
western half of the basin. In the eastern North Pacific,
the energy of the internal temperature fluctuations is very
low and its distribution is fairly uniform. Time scales
and meridional 1length scales are distributed over broad
ranges, 2zonal length scales are relatively small, and the
direction of phase propagation is almost due west. At the
eastern boundary, time scales and meridional length scales
are small but 2zonal 1length scales are distributed over a
broad range. In contrast, the energy of the internal
temperature fluctuations in the western North Pacific is
high, particularly along the main axis of the KEC. The

energy along the main axis decreases toward the east. It
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also decreases towards the north or south, with length
scales of decay of about 1000 km. Time scales are smaller
near the western boundary than in the interior and
increaseeastward. Both zonal and meridional length scales
are larger near the western boundary and become smaller
towards the interior region. Phase propagation along the
KEC appears to be eastward, while phase propagation in the
outer regions north and south of the KEC seems to be
westward with poleward components to the north and to the
south, respectively.

Considering the comparatively low energy and uniform
structure of the internal temperature fluctuations in the
eastern North Pacific, one might speculate that they are
atmospherically generated. The higher energy of the
temperature fluctuations ih the western North Pacific and
the manner in which the structure coincides with the
dominant current, +the KEC, suggests that some kind of
current instability (perhaps baroclinic) is operating
there. O0f course, atmospheric forcing would be operating
in the west too, and this process might be of secondary

importance, a "background" effect.
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CHAPTER 1II.

LOCAL BAROCLINIC INSTABILITY OF NONZONAL CURRENTS

1. Introduction

There have been many studies (e.g., Orlanski and Cox,
1973; Holland and Lin, 1975) on local baroclinic
ingstability (hererafter referred to as instability) of
major currents like the KEC. Owing to those studies, it is
now widely accepted that instibility is an obvious source
of energetic temperature fluctuations in the regions along
such currents. However, to our knowledege, no attempt has
been made to apply the instability theory specifically to
the KEC region, in order to explain the observed spatial
and temporal  <characteristics of internal temperature
fluctuations.

Some observations (e.g., Mizuno and White, 1983;
Chapter I) suggested that the basic flow (hereafter
referred to as flow) in the mid-latitude western North
Pacific might be nonzonal. Hence, local instability of
nonzonal flows may be more suitable for explaining the
observed characteristics. There have been some studies on
instability of nonzonal flows (e.qg., Robinsen and
McWilliams, 1974; Pedlosky, 1979; Kang, Price and Magaard,

1982). The earlier studies on instability of nonzonal mean
36




flows suggested that waves grow faster in a nonzonal flow
than in a zonal flow. Because of limited applicability of
the earlier nonzonal instability studies to the KEC region
an investigation specifically focused on the instability of
a nonzonal flow (modeling the KEC as a nonzonal flow) is
desirable.

The purpose of this chapter is to explore local
instability of nonzonal flows in an attempt to explain the
observed distributions of dominant time scales, length
scales and phase propagation of internal temperature
fluctuations in the mid-latitude western North Pacific. 1In
this study, we will see how wave period, phase speed,
growth period, and longest possible wavelength of unstable
waves depend on vertical shear, flow orientation, wave

direction, and stratification, with the main interest in

application to the KEC region. The results will be
discussed in terms of critical shear, and effect of
changing vertical shear, stratification, and flow

orientation and wave direction on instability.
2. Formulation

The quasi-geostrophic vorticity equation for a
two-layer model in the absence of bottom topography and
friction (cf, Pedlosky, 1979) is
E+2bz - ZH o [V, - (e (G- +B8Y1=0 niz  (2-1)
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wvhere {J,, is the total geostrophic stream function. Rn
043%?&0%/& ) is the Rossby radius of deformation (hereafter
referred to as Rossby radius) at ngp layer (n=1 for the
upper layer, and n=2 for the 1lower layer). B is the
meridional gradient of <the Coriolis parameter. Equation
(2-1) is a dimensional form of Pedlosky's equation (6-5-21)
(Pedlosky, 1979). The numerical value of B used in this
dissertation is 1.9x10"11 sec™l m™1l, its value at
35°N, the reference latitude of the KEC. The solution of
the potential vorticity equation consists of a basic state
¢n(x,y) and a perturbed state ¢n(x,y,t),

~

Y4 (% Y, t) = Y06 Y) 46,00 Y t) (2-2)
The function ¢n represents the structure of the evolving

perturbation field. Substituting (2-2) in (2-1), one

obtains a linearized form of the potential vorticity

equation.
2 9‘-‘{1 > 9 > 2¢,. om, 26, oM -
(at SX 3y —ayax)in —4’7'" gyn ‘é%n d 0 n=), 2 (2-3)

‘where %= Thi i -0 (- ¢.)
Tin= i W = - R (f-W) + BY

The basic state is characterized by

9
Un == gly\f-: Canst., V"._ ;)]2 Const. (2-9

In this dissertation, it is assumed that the basic flow is
somehow maintained by some forcings in both 1layers.

Equation (2-3) may then be rewritten as
(P_+u,, %V 3y) [V 4, + 1) g2(d, - 4]
38




FSRLB IR Ul SR (60 ez o)

We assume a plane wave solution of a form

- iCkx+2y-wt) _
%—Ane (2-6)
Substituting (2-6) in (2-5) and equating the amplitude
ratio A,/A; obtained from both layers, we obtain

- 3 z, J— L
a = (RO KAUCHRD B RKA R+ %) 1221
W=k Ut s B RAACA A

+2kBCR-Ts) K 1) + (R Ty K (K- S ]72 KAk et )
where §=ki+lj, Es=§1-32 and ﬁn=uni+vnj, n=1,2.
In this two-layer system, the upper and lower layers are

coupled through the so=-called vertical stretching term.
If there is no mean flow, (2-7) reduces to the

two-layer form of the dispersion relations of baroclinic

and barotropic Rossby waves,
CU:-iéf;;G%r and (U:fég,
respectively. If there exist only 2zonal flows (i.e.,
V1=Vy=0), (2-7) assumes the form of Ped;osky's equation
(7-11-6) for w (Pedlosky, 1979).

In order to more easily examine the general case of
non-zonal, non-meridional directions of flow and wave
propagation, the velocity vector of the mean flow is
converted into a flow speed and orientation, and similarly,
the wavenumber vector is converted into a wavenumber and
wave direction. That is,

U=ul+v) =Ucesbl + Tising] (2-%a)
K=kl +247 = keosd + ksint] (2-8b)
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where U and K are the flow speed and wavenumber,
respectively. © and ¢ are the flow orientation and wave
direction, respectively. 0 is assumed to be the same in
both layers. The convention for o and ¢ is as described in
Chapter I, 0° is due east, 90° is due north, etc.. One

can write (2-7), using (2-8), as

W= KU, o5 8-8)+ { K Tlscos (E-0)K? (K2 +25)- KBCos (2K 7 +75)
[ k2B cos* B (1 + 7@)*+ 2KBUs(F-%3) cos 3 cos ( 3-0)
+E ORI cos*(E-0)]F} /20 (K e+ ) (29

where is now a function of K, o and 3 for a given flow
condition of U;, U,, R; and R,.

An instability occurs when the quantity under the
square root is negative. One can find a critical shear,

ﬁsc' by solving the quantity under the square root for

i,
L
o K2B( 73 R'z— B)cos B +{ #* R.’Rz‘ [z + RV -K*] cos"d )= (2-10)
s KAt ;,&, K*) cos(3-6)
The flow will be unstable if ﬁs>ﬁsc' Since ﬁsc must

|
be real, it 1is required that (’,—\T'z'.+é;z)z>l(4. This condition

eliminates waves of wavelengths shorter than about 100 km

for any realistic stratification. Since R, is defined
af 2,4 .
as (9 Dh)?/;o, (éﬁ*é§)>K for most cases of oceanic
stratification. For long waves with wavelengths longer
than 4.4R;, we have é%ﬁ?'1<4>0' since RyR, is largest
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when R;=R,. For scales of motion with which we are
concerned, it seems reasonable to assume that -;%zs—kﬁ>o.
If we restrict ourselves to the case of |$-0|<90 (i.e.,
cos(p =g )>0), (2-10) is the only solution for the critical

shear.
3. Results

An application of the model was made using
combinations of a few representative values of oceanic
shear and Rossby radii. (The influence of stratification
on instability can be investigated using different Rossby
radii.) The current profile at 152°E produced by Schmitz
(1984) provided one pair of mean velocities (shear I in
Table 2.1). Two other pairs were obtained by assuming that
the upper layer speeds were propotional to the horizontal
temperature gradients at 300 m. The temperature gradients
in our data at 165°E and in the California Current region
gave us the upper layer geostrophic speeds of 15 cm/sec and
7 cm/sec respectively. The corresponding lower layer
speeds for these two cases werw guesses. The choice of
Rossby radii for our two-layer system was obtained from

Rossby radii of a continuous water column (denoted by R)
l !

e e
R* * R&

ratios between the upper and lower 1layers (Dy/D,).

using the relation of é;: and approximate depth

Pairs of upper and lower layer radii and the corresponding
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Rossby radii of a continuous water column are presented in
Table 2.1. The value of R in radii I is a lower limit and
that in radii IV is an upper limit of the Rossby radius in
the mid-latitude western North Pacific (Emery et al,
1984). The value of R in radii III is the smallest and was

chosen arbitrarily.

a. Cirtical shear

The critical shear ﬁsc is given as a function of
the Rossby radii, wavenumber, flow orientation, and wave
direction. The critical shear is smaller for a less stably
stratified ocean than for a more stably stratified ocean at
a given wavelength. A stable stratification exists
whenever a large Ap/p or a small Dy/D, is present. The
smaller the critical shear, the more likely the
encountering of an unstable flow. Table 2.2 shows the
critical shear as a function of Rossby radii and wavelength
for a 30° flow orientation and a 30° wave propagation
direction (hereafter referred to as a 30° flow and
wave) . In these cases Ap/p is kept constant and the depth
ratio is varied to alter the stability of the
stratification, represented in the table as the ratio of
the Rossby radii. For a given pair of Rossby radii, flow
orientation, and wave direction, shorter wavelengths concur

with smaller critical shears. This indicates that a flow
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Table 2.1 List of three vertical shears and five
pairs of Rossby radii to be used for case study.

U, [cm/sec]| U, [cm/sec] Region of approx.
shear I_ | 30 3 1523E
shear II | 15 1 165-E
shear III 7 1l California Current
Ry [km] R, [km] R[km] D,/D,
radii I 30 52 26 1/3
rad IT | 41 41 29 1/1
rad III| 20 62 19 1/9
rad}i IV | 49 69 40 1/2
rad v 56 56 40 1/1

Table 2.2  Critical shears [cm/sec]
as a_ function of Ros§b¥lrad11 and

wavelengths for a 30 ow and
wave.
R, R, [km] | 30;52 41:41 20762
adii) I It IiT
Wave-
length [km
300 5.8 4.2 8.2
500 12.5 10.8 19
700 24 20.8 35
900 38 35 60
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with small vertical shear can be potentially unstable to a
short wave but may not be unstable to a longer wave.
The critical shear also depends on wave direction.
Figs. 2.la and b show the critical shear as a function of
wave direction and wavelength for two given flow
orientations and one pair of Rossby radii (Ry/R;). An
eastward wave has a larger critical shear than waves of any
other directions including a westward wave. This indicates
that a flow is potentially 1less unstable to an eastward
wave than to waves of any other direction. When both
layers have the same depth, the critical shear is the same
for both strictly westward and strictly eastward waves.
For a 30° flow, the critical shear decreases gradually
at short wavelengths and rapidly at long wavelengths as the
wave direction changes from zonal to meridional. This
indicates that the effect of changing wave direction on
critical shear is greater for a longer wave than for a
shorter wave. For a 90° flow and wave, the critical
shear is zero; the flow can be unstable at any speed. At
short wavelengths the critical shear decreases more rapidly
with a 90° flow than with a 30° flow as the wave
direction changes from zonal to meridional.
For a given vertical shear ﬁs and flow orientation,
the longest possible wavelength at which a wave may become
unstable increases as the wave direction approaches 90°.

For a 30° flow and wave, the longest possible wavelengths
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are 800, 540, and 350 km for given critical shears of 32,
15, and 7 cm/sec, respectively. Hence, waves with
wavelengths longer than these will always be stable in such
a reginme. For realistic Rossby radii, waves shorter than
700, 500, and 300 km may be unstable along the axis of the

KEC, near 152°E, 165°E, and 173°W, respectively.

b. Effect of changing vertical shear on instability

The effect of changing vertical shear on instability
is such that for a given pair of Rossby radii, flow
orientation and wave direction, strengthening the vertical
shear shortens the wave period and growth period (2r/wy)
of unstable waves at each wavelength (Tables 2.3 and 2.4).
The phase speed, under the same conditions, increases with
vertical shear (Table 2.5). The 1longest possible
wavelengths at which a wave may become unstable also
increases with increasing vertical shear (Table 2.3).
Considering that the observed dominant wavelength in
subarea II .(Chapter I) was in the range of 600-300 km,
becoming smaller towards the interior, the range of the
longest possible wavelengths and the decrease in wavelength
with decreasing vertical shear agree well with the
observations. The corresponding periods, phase speeds, and
growth periods are also in agreement with the observed

ranges.
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Table 2.3 Wave periods [months] of unstable waves at
selected wavelengths, vertical_shears, flow orientations
and wave directions for radii I. _Also shown is the
longest possible wavelengths of *'e unstable waves.

velenﬁgh 1300 1100 900 /00 500 300 ILongesq
] possible
bl;Uz; av wavelength
dir. [ki]
330 3.5 470
d .0 8.0 1.6 580
307;3:;304 30 4.1 1.3 670
60 10.6 3.4 1l.4 830 :
90 10.2 8.6 7.0 5.4 3.7 2.1 >2000
330 33.6 320
a .9 6.0 390
15;1;30™ 30 3.9 450
60 21.7 3.6 500
90 22.0 18.6 15.1 11.6 8.0 4.4 >2000
210 260
o240 3.1 430
7:;1;2707270 19.9 16.8 13.6 10.5 7.3 4.1 >2000
ggg 10.2 400

Table 2.4 Growth periods 2T/w; [months] of unstable
waves at selected wavelengths, vertical “shears, flow
orientations and wave directions for radii I.

Waveleng;h 1300 1100 900 700 500 300
Uy:U,; ave
17720 i§ir.
330 3.1
q 0 2.8 1.7
30;3;30 30 2.1 1.4
60 3.6 2.3 1l.6
90 8-7 7.4 6.1 4.9 3-7 2-7
330 9.2
q 0 3.8
15;1;30 30 3.0
60 5.3 3.3
90 16.8 14.3 11.9 9.4 7. 5.3
210
q 240 7.4
7:1;2704 270 19.6 16.7 13.8 11.0 8.3 6.2
ggg 9.6
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Table_ 2.5 _Phase_speeds [{cm/sec]_of unstable waves
at selected wavelengths, vertical shears, flow
orientations and wave directions for radii I.

Wavele?%ﬁ? 1300 1100 900 700 500 300
Us1:U,: ve
1r-arf dgr.
330 3.3
a 0 2.4 7.1
30:;3:30 30 4.7 9.0
60 2.5 5.7 8.4
90 4.9 4.9 5.0 5.1 5.2 5.6
330 0.3
a 0 1.9
15;1;30 30 3.0
60 0.9 3.3
90 2.3 2.3 2.3 2.3 2.4 2.7
210
d 2490 3.8
7:1:;2701 270 2.5 2.5 2.6 2.6 2.6 2.8
388

48




c. Effect of changing stratification on instability

Stratification influences the instability in such a
way that the less stable the stratification is, the shorter
the wave period and growth period become (Tables 2.6 and
2.7) while the phase speed becomes larger (Table 2.8). The
longest possible wavelength at which a wave may become
unstable is also longer for less stable stratification
(Table 2.9). Hence, a flow may be unstable to a long wave
if the ocean is weakly stratified.

Strong boundary currents such as the Kuroshio are
typically deep, and therefore, in the two-layer
approximation, their D,/D, ratio is large. The KEC is
strong in the west and decreases in strength eastward. If
D,/Dy correspondingly decreases eastward, then the
theory predicts longer length scales in the western part of
the current than in the eastern part, as observed.
However, since the zonal change in the Rossby radius (for a
continuously stratified ocean) in the KEC region is small
(Emery, et al., 1984), the effect of changing
stratification would therefore be less important than the

effect of changing vertical shear.

d. Effect of changing flow orientation and wave

direction on instability

The longest possible wavelengths, wave periods, phase
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Table 2.6 Wave periods [months& of unstable waves, at
selected wavelengths, Rossby radii and wave directions
for Shear I and a 30~ flow.

Wavelen%ﬁhl 1500 1300 1100 900 700 500 300
R,/R Wave
1172 dir.
330 3.5
0 8.0 1l.6
30;52 30 4.1 °l.3
60 10.6 3.4 1l.4
90 11.8 10.2 8.6 7.0 5.4 3.7 2.1
330 7.9 2.0
0 2.6 1.0
41:41 30 4. 1.8 0.8
60 8.4 3.4 1l1l.8 0.9
90 7.0 6.1 5.1 4.2 3.3 2.3 1l.4
330 8.3
0 3.2
20;62 30 29.9 2.4
60 9.0 2.4
290 20.6 17.8 15.0 12.1 9.2 6.3 3.3
330 89.8 2.7
0 4.8 1.3
49;:;69 30 22.8 2.9 1l.0
60 130.7 6.3 2.5 1l.1
90 9.5 8.2 6.9 5.6 4.3 3.0 1.7
330 9.6 2.1
0 2.7 1l.0
56;56 30 5.3 1.9 0.8
60 9,0 3.5 1l1l.8 0.9
90 7.0 6.1 5.1 4.2 3.3 2.3 1.4
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Table 2.7 Growth periods 27

waves at selected wavelengt
directions for shear I and a 3

hé?iRossbgo

{months] of unstable
radii and wave

Wavelenﬁﬁh 1500 1300 1100 900 500 300
:R W ]
1% | §iYe
330 3.1
0. 2.8 1.7
30;:;52 30 2.1 1l.4
60 2.3 1.6
90 10.2 8.7 7.4 6.1 3.7 2.7
330 5.2 2.7
0 2.2 1.5
41;:41 30 1.8 1.3
60 5.6 2.0 1.5
90 8.7 7.6 6.5 5.4 3.3 2.5
330 4.9
0 2.4
20;62 30 3.9 1.9
60 3.5 2.2
90 14.8 12.8 10.9 9.0 5.2 3.5
330 1.1 6.6
0 3.0 3.2
49 ;69 30 2.3 2.6
60 8.3 2.4 2.9
90 9.3 8.2 7.0 5.9 3.9 4.6
330 6.1 4.3
0 2.5 2.4
56:56 30 2.0 2.0
60 5.8 2.2 2.3
90 8.8 7.7 6.6 5.6 3.7 4.0
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Table_2.8

Phase_speeds [cm/sec] of unstable waves

at selected wavelengths, Rossby ragii and wave

directions for s

ear I and a 30" flow.

~\\\\~Fﬂézgif£géi- 1500 1300 1100 900 700 500 300
R+ /R Wave
1772 dir.

330 3.5

0 2.4 7.1

30;52 30 4.7 9.0

60 2.5 5.7 8.4

90 4.9 4.9 4.9 5.0 5.1 5.2 5.6

330 2.4 5.9

0 7.6 11.5

41;:;41 30 5.6 10.7 14.1

60 4.2 8.0 10.9 12.9

90 8.3 8.3 8.3 8.3 8.3 8.3 8.3

330 l.4

0 3.6

20:62 30 0.7 4.9

60 2.1 4.9

90 2.8 2.8 2.8 2.9 2.9 3.1 3.5

330 0.2 4.3

0 4.0 9.0

49;69 30 l.2 6.7 1ll.2

60 0.3 4.3 7.6 10.5

90 6.1 6.1 6.1 6.2 6.3 6.5 6.9

330 2.0 5.6

0 7.1 11.2

56;56 30 5.1 10.3 13.9

60 3.9 7.7 10.7 12.8

90 8.3 8.3 8.3 8.3 8.3 8.3 8.3

Table 2.9 Longest possible wavelengths [km] of
unstable waves as a function of Rossbg radil and
wave directions for shear I and a 30% flow.
RyiR ékm 30;52 141;41 [ 20:62 |49:69 56;56
radii I II III Iv v
Wave dir.
330 470 560 370 500 560
0 580 690 450 630 690
30 670 800 520 730 800
60 830 980 640 910 980
90 >2000{ >2000f] >2000f >2000 >2000
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speeds, and growth periods of unstable waves change
substantially with changing flow orientation and wave
direction for a given pair of Rossby radii and vertical
shear. Table 2.10 and Fig. 2.2 show that for a zonal flow
the waves are unstable if the wavelengths are shorter than
about 600 km (the longest possible wavelength is about 600
km for an eastward flow and wave, and only slightly longer
than 600 km for a westward flow and wave). In contrast,
for a nonzonal flow the longest possible wavelength of
unstable waves increases as the flow orientation approaches
90°.

The effect of changing flow orientation on period is
to decrease wave period at each wavelength as the flow
orientation changes from eastward to westward (Table 2.11
and Fig. 2.2). This is true as long as the angle between
the flow orientation and wave direction is not too large
(in most cases less than 60°). The effect of changing
wave direction on period is different between the zonal and
nonzonal flow cases. For a zonal flow the wave period is
shortest at all wavelengths when the flow and the wave
travel in the same direction (Fig. 2.2a). For a nonzonal
flow, however, the wave periods of unstable waves are
shortest when the flow orientation is at some angle to the
direction of wave propagation at wavelengths longer than

300 km. The wave direction at which the shortest possible
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wave period occurs approaches 90° as the wavelength
becones 1onger;

One can infer the effect on phase speed of changing
flow orientation and wave direction from their effect on
period. In general, the phase speeds are larger when the
flow orientation and wave direction have a westward
component. In Table 2.12, one may also notice that the
phase speed of waves propagating with the westward
component increases with increasing wavelength.

The growth period generally decreases as the flow
orientation changes from eastward to meridional and also
from meridional to westward at each wavelength of less than
700 km (Table 2.13 and Fig. 2.2). The effect of changing
wave direction on growth period for various flow
orientations is such that the growth periods are shortest
when the basic flow and wave travel in the same direction
at wavelengths shorter than 700 km. In a similar study,
Robinson and McWilliams (1974) found that waves propagating
parallel to the mean flow grow the fastest. As an example,
Fig. 2.3b shows the growth rate for the case of shear I,
radii I, and a wavelength of 400 km. However, for
wavelengths of 700 km and longer, the fastest growth occurs
when there 1is some angle between the flow orientation and
the direction of wave propagation.

The equation for the growth rate (the terms under the

square rootin equation 2-9) includes four terms; the first
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term is a function of the beta (B), the second term is a
function of the beta and vertical shear, and the third and
the fourth terms are functions of vertical shear. The
second and the third terms only affect the growth rate
change slightly. The second term will vanish if
R1=R,. For the case of R;=R,, the growth rate for
the westward flow is slightly higher than for the eastward
flow because of this term. In general, the first and the
fourth terms dominate in the growth rate. For a zonal flow
and wave, cos( 9$-0) in the fourth term is largest but also
cos ¢ in the first term is largest. Since the two terms
differ in sign, the growth rate is therefore relatively
small. However, for a nonzonal flow and wave traveling in
the same direction, cos( ¢-0 ) is still large but coss
becomes small, 1leaving a higher growth rate than for a
zonal case. The physical explanation is that for a zonal
flow and wave the particle motions enhance an instability
but, since the particle motions are in the meridional
direction, the beta-effect stablizes it. However, for a
meridional flow and wave, the particle motions are zonal.
Hence the particle does not feel the beta-effect, and there
is no beta-stabilization. For a meridional flow and a
zonal wave, the particle motion and flow are in the same
direction, and there is noc grewth of waves. For a zonal
flow and a meridional wave, no wave exists, since =0.

An important effect of changing flow orientation and
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wave direction on instability is to increase the size of
the longest possible wavelength of unstable waves as flow
and direction vary from zonal to meridional (600, 700, and
850 km for a 09 30° and 60° flow, respectively).
Since the observed wavelengths appear to be predominantly
longer than 600 km near the western boundary, and since the
ranges of wave periods, phase speeds, and growth periods
overlap the observed ranges in the nonzonal case, an
instability  mechanism based on a nonzonal basic flow
apparently better explain the observed internal temperature

fluctuations.

4. Summary and conclusions

The critical shear changes with changing
stratification, wavelength, flow orientation, and wave
‘direction. It is smaller for less stable stratification
and for shorter wavelengths. The effect of flow
orientation and wave direction is such that the critical
shear is smallest when the flow and wave travel in the same
direction. The critical shear is zero for a meridional
flow and wave (Pedlosky, 1979), and increases as both the
flow orientation and wave propagation approach a zonal
direction. For a zonal flow and wave, the critical shear
is smaller when both £flow and wave travel westward than

eastward. A 30° flow and wave (an approximate
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orientation of the KEC) produces critical shear values of
32, 15 and 7 cm/sec at wavelengths of 800, 540 and 350 km,
respectively.

The effects on instability of an increase in vertical
shear 1is to decrease the wave period and to increase the
growth rate at each wavelength (for fixed stratification,
flow orientation and wave direction), and to substantially
increase the longest possible wavelength of unstable waves
(e.g., from 500 km for shear II to 680 km for shear I both
with radii IV, and a 30° flow and wave). The magnitude
of vertical shear is therefore an important parameter in
determining instability.

The effect of increasing stability of stratification
on instability is to stabilize the flow, and therefore
there are less chances of a flow becoming unstable. Wave
periods are longer and waves grow more slowly for more
stable stratification if the vertical shear, flow
orientation and wave direction are fixed. The accompaning
phase speeds decrease with increasing stratification. The
longest possible wavelengths of unstable waves increase for
less stable stratification (e.g., 590, 680, and 770 km for
radii III, I, and II, respectively). Hence, a flow in a
weakly stratified ocean may become unstable to a fairly
long wave. Changes in stratification, however, have less
effect on instability than changes in vertical shear.

Flow orientation affects instability by increasing
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the 1longest possible wavelengths and growth rates as the
flow orientation changes from zonal to meridional. 1In the
case of zonal flow, the 1longest possible wavelength is
slightly 1longer and a wave grows slightly faster when the
flow is westward rather than eastward. In general, the
wave period decreases (the phase speed increases) as the
flow orientation changes from eastward to westward.

The effect of changing wave direction on the longest
possible wavelength, growth period, wave period, and phase
speed 1is different for zonal and nonzonal flows. Waves
grow faster, wave periods are shorter, and phase speeds are
larger for a zonal flow, when the flow and wave travel in
the same direction. However, the size of the longest
possible wavelength varies 1little among different wave
directions. For a nonzonal flow, the longest possible
wavelength, growth period, wave period, and phase speed
change substantially with changing wave direction. For any
nonzonal flow orientation, the longest possible wavelength
occurs at the 90° wave direction. Waves grow the fastest
when the flow and wave travel in the same direction, for
wavelengths up to slightly less than 700 km. However, for
wavelengths of 700 km and longer, the wave direction at
which waves grow the fastest approaches 90° as the
wavelength increases. Similarly, for wavelengths longer
than 300 km, the direction of the wave propagation at which

the shortest wave period and the highest phase speed occur
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approaches 90° as the wavelength increases.

The analyses of the temperature data in Chapter I
suggested that the time scale becomes larger and the length
scale becomes smaller as one proceeds from the western
boundary towards the interior region in the mid-latitude
western North Pacific. This observed regional tendency of
space and time scales can be explained by an instability
analysis of a 30° model flow in which the critical shear
increases with increasing wavelength and also a stronger
vertical shear accompanies a shorter period and a longer
wavelength. The analyses also suggested dominant ranges of
time scales, length scales and eastward phase speed. If
the KEC is modeled as a zonal flow, the computed ranges of
time scales, 1length scales and phase speed overlap the
narrow portion of the observed dominant ranges. However,
if the KEC is modeled as a nonzonal flow, the computed
ranges agree better with the observed dominant ranges.

In conclusion, it 1is suggested here that the local
baroclinic instability of mean shear flow with the
southeastward and northeastward orientations is an
important mechanism for the internal temperature
fluctuations observed in the mid-latitude western North

Pacific.
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CHAPTER III

RADIATION OF ENERGY FROM A MESOSCALE DISTURBANCE

TRAVELING ALONG A NONZONAL CURRENT

1. Introduction

In the vicinity of a strong current like the KEC,
local instability is an obvious source of internal
temperature fluctuations. However, the region of the
strong current is confined to a rather narrow strip. 1In
the region away from such a current, local instability
(Gill et al., 1974; Robinson and McWilliams, 1974:;
Pedlosky, 1975) may not be a source, since the condition
for instability is rarely met. Therefore, in the region
away from strong currents, some other instability may be
responsible for fairly energetic temperature fluctuations.

As a possible candidate for the source of the
temperature fluctuations, Pedlosky (1977) suggested
radiation of mechanical energy whose source is vigorous
instability of strong currents like the Gulf Stream on the
boundaries of the mid-ocean gyres. Pedlosky's result
indicates that if the ocean itself south of the Gulf Stream
is in eastward motion, such disturbances with positive
phase speeds may radiate if the phase speed relative to the

local current velocity is westward. In Pedlosky's study,
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however, the basic flow and disturbance are restricted to
the zonal direction.

In a preliminary instability analysis based upon a
zonal flow, it was found that the results were not highly
comparable with the observed dominant spatial and temporal
characteristics. Since the basic flow might be nonzonal in
the mid-latitude western North Pacific (Mizuno and White,
1983; Schmitz, 1984; Chapter I), it is interesting to see
how the radiation characteristics change if the flow
orientation is nonzonal.

The purpose of this chapter is to examine the
radiation of energy to the cross-flow direction from a
disturbance traveling along a nonzonal flow. In this study
we will determine the length scale of decay for the periods
and wavelengths within the observed dominant ranges. We
will also determine any differences in radiation between
zonal and nonzonal flows. The results will be discussed
for the case of a zonal flow (also disturbance) and the
case of a nonzonal flow (also disturbance), and effect of
changing orientation of a flow (also disturbance) and

stratification on radiation.

2. Formulation

The linearized potential vorticity equation (2-5),

derived in Chapter II, can be converted into a more
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convenient form for study in a nonzonal flow case using
equation (2-8a), wherein the velocity vector are expressed
in terms of a magnitude and direction. 1In order to obtain
this new equation we substitute (2-8a) in (2-5), and then
we rotate the Cartesian coordinate system in such a way
that the new x=-axis is along the flow and points in the
direction of the flow, and the y-axis is in the cross-flow
direction. A disturbance is assumed to travel in the same
direction as background flow. This assumption is based on
the results of Chapter II in which the growth rates are
found to be high when both the flow and wave travel in the
same direction for wavelengths up to about 700 km. The
disturbance is also assumed to be periodic in the
x-direction. In the rotated coordinate system, the
potential vorticity equation is,

(Ze+Un2D[ (2 T - 0" (4-4)]

24, - L e _;¢ ind = z 3~
o (Beos0- g2l Us]-3PBSMO=0 =2 (27D
where Ug=U,-U,. Following Pedlosky (1977), a

radiation source is represented by the boundary condition
at y=0,

i ( Kx-t)

$ (x, y=0,t) = By € (3-2)

where K 1is real. An assumed solution which satisfies the
boundary condition is

C;)n:A‘n ei(K""w’t)'HﬂV (3-3)

67




where 2= f,+i 24. In the region where y>0, 2; must be
non-negative so that ¢, is bounded as ys00, and |,
similarly, the region where y<0, £; must be non-positive
so that ¢, 1s bounded as y3-oco. Substituting (3-3) in
(3-1), one obtains an expression for each layer that can be
combined through the vertical stretching term. One obtains
then a polynomial of the complex wavenumber in the
cross-flow direction.

224 AP +BAP+CL+D=0 (3-4)

where

- ! |
A=PBsing[ or-w T UzK-W] N
B2kt 4L, _ (BCosO+ TUIK _(Bcoso~REUK |, @* 5in6
R* R UK-w N U K- w (U, K-W)(UzK-W)
_B3in0r,z, L (BCsp-rUsIK
C= u,g-w[K"'Rz Uz K-W ]
BsmO r 2, L (BLose+gals) K
TR L vy ]

Lo 4 (Beoso+ERl) K (Brese-gzUs)K
D= K*+ Kk*[ R."+ R: - Uk-w - Uz K= U ]

T (puso-TEU)K  FR(BGes6 +RpUs) K
T UKW U K—W
+[{&Cose +‘éTzus)l<J [(&Cose-—‘;ius) K]

Uik-W U K- W

The amplitude ratios from the upper and 1lower layer

expressions are respectively
Az_ _(UK-W) (=K* A= FF) + (BeosO +RzUs K —@Sin6

(3-5)
Al Za (UK-w)
_,_A}_: ‘f'é;z( Uz K-W) (3-4)
A UKL EK2 224 53) +(BCSH - ‘;'e’z‘zus) K - @sine §
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When there is no background mean flow (i.e.,

U,=U,=0), a dispersion relation for the baroclinic wave

- kP cost +Bsing L

w= E
Kz_‘_kz_*__é_?_{__]g? (37)
is obtained. Solving (3-7) for g,
sind A SH)G AcosSe 1. 0 £
[E -‘-{.&'_ + [ q'(Kz-l' w0 +R,"+ Rzz)]z} (3_8)
If 0=180° (westward propagation),
(-4 ( K3~ ‘SK )]* (3-9)

In order to have radiation orthogonal to the direction of

wave propagation, 2 must be real.

<> BK J" Ra-. (3-10)
and therefore
w > Bk ' (3-11)

2, L L.
K™+ gatrz

If, on the other hand, 0=0 (eastward propagation),

L
a4 B+ ] (32

Again requiring £ to be real for radiation,

2 5#1 [ S
K+ g+ttt 20 (3-13)
and therefore
-pAK
Wwe ——ﬁ-—-—-—-— (3-142
K2+ 5
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However, (3-14) can never be satisfied with positive 8, K,
and o . Therefore there is no radiation in this case.
Thus, in the absence of a mean flow, westward propagating
disturbances will radiate orthogonal to the direction of
wave propagation and can even be baroclinic Rossby waves.
Disturbances propagating eastward in the absence of a mean
current can neither radiate nor be baroclinic Rossby
waves. This result was also found by Pedlosky (1977) in a
study restricted to zonal flow. In fact, (3-4) reduces to

L 1
L2kt e 4 (B3 TRUDK | (6= FDK

ulk—w UzK"w
A a2 (84 L UsK %3 U 2
g +e)+1 u,lﬁws - (éuf,’(_;'(]
L -5 U K + 5 |
+2(Re- w2l % - (ﬁ’.t{_'%%)_“] ¥} (-3

for the case of ©0=0° and U,#U,40. Equation (3-15) is
the dimensionalized equivalent of Pedlosky's equation (4.4)
(Pedlosky, 1977).

It is interesting to note that the ratio of the

amplitudes in the baroclinic, no mean current case is

a constant regardless of wavelength and orientation of a
disturbance.

Equation (3-4) and (3-5) (or equivalently (3-6)) can
now be used to study the general case of non-zonal current

and non-=zero current shear. Several cases have been
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investigated. Table 3.1 1lists the choices of upper and
lower mean current speeds, Rossby radii, and layer depths.
Radii I and II are based on the maximum Rossby radius (40
km) observed for continuous water columns in the
mid-latitude western North Pacific (Emery et al, 1984).
Radii III is based on the minimum Rossby radius (26 km )
observed in the same area. The observed Rossby radii are
converted to the two-layer analog by the procedure
described in Chapter 1II. Solutions to the equations are
obtained at increments of 20° orientation, one month

period and 100 km wavelength.
3. Results
a. A case of a zonal flow and disturbance

In the case of a 2zonal background flow and
disturbance (Fig. 3-1), the region where radiation occurs
in period-wavelength space is generally small. The
radiation region is smallest in the case where shear II was
employed and largest when shear III was used. The shortest
possible pairs of wavelength and period of a radiating
disturbance are 300 km; 12 months, 400 km; 16 months, and
700 Xkm; 15 months for shears I, II, and III, respectively.
It is evident from a comparison with the observed time and

length scales discussed in Chapter I that the radiation
71




Table 3.1 List of three background vertical shears
and three pairs of Rossb¥urad11 to be used for case
s

dy.

U, [cm/sec]| U, [cm/sec]
shear 1 4 1
shear II 7 1
shear III|15 1

Ry [km] Ry [km] R[knm] D,/D,
radii I 49 69 40 1/2
radiji II |56 56 40 1/1
radii IITI|30 52 26 1/3
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region in period-wavelength space does not overlap the
observed dominant ranges of periods and wavelengths (<12
months; 600~-800 km).

The ranges of the values of ., which must be
non-zero for radiation orthogonal to the disturbance and is
hereafter referred to as the radiation wavenumber, are
0.53-2.15x10"7, 0.24-1.51x1077, and 0.08-0.9%10"7
em~l for shears I, II, and III, respectively. This
indicates that, at a given period and wavelength of a
disturbance, the radiation wavenumber generally decreases
with increasing vertical shear of the background flow. The
radiation wavenumber determines the phase speed in the
cross-flow direction (hereafter referred to as radiation
phase speed). The radiation phase speed in this case
increases with increasing background vertical shear. The
radiation wavenumber and phase speed also vary with the
phase speed of the disturbance. For shears I and II, and
on the short wavelength side for shear III, the radiation
phase speed (wavenumber) tends to increase (decrease) with
increasing phase speed of the disturbance. A typical
radiation phase speed is about 0.5 cm/sec at the shortest
possible pairs of wavelength and period of a disturbance.

The ranges of the amplitude ratio (A,/3,) are
0.01-0.1, 0.01-0.15, and 0.0-0.46 for shears I, II, and
III, respectively. In general, the amplitude ratio in the

far-field at a given wavelength and period of a disturbance
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increases with vertical shear. This indicates more
penetration of radiated energy into the lower layer for
stronger vertical shear. The amplitude ratios also show
the tendency that the slower the disturbance travels, the
greater is the radiated energy penetrating into the lower
layer.

The amplitude ratio is determined by two terms, the
relative vorticity and the planetary vorticity. For a weak
background vertical shear (e.qg., shear I), fixed
wavelength, and increasing period of the disturbance, the
relative vorticity term tends to increase the amplitude
ratio, and the planetary vorticity term tends to decrease
the ratio. For a strong background vertical shear (e.g.,
shear III), fixed wavelength, and increasing period of the
disturbance, both the relative and planetary vorticity
terms tend to increase the amplitude ratio in the
far-field. As the wavelength of a disturbance increases at
a fixed period, the opposite tendency of the above argument

holds for both weak and strong vertical shear.

b. A case of a nonzonal flow and disturbance

We have seen that there is only a narrow region of
pure baroclinic, surface-intensified (A5/A4<1)
radiation in period-wavelength space for an eastward flow

and disturbance. We have also seen that the wavelengths
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and periods of a radiating disturbance are rarely within
the observed dominant ranges. When the background flow
and disturbance are nonzonal, the radiation region in
period-wavelength space increases greatly. Furthermore,
broad ranges of periods and wavelengths of a radiating
disturbance are within the observed dominant ranges (Figs.
3.2-3.4).

For an exclusively nonzonal case, there are three
different radiation regions in period-wavelength space.
The three regions are a pure baroclinic,
surface-intensified region (hereafter referred to as PBSI),
a mixed baroclinic and barotropic region (hereafter, MBB)
region, and a pure baroclinic, bottom-intensified region
(herxeafter, PBBI). The PBSI region closely resembles the
radiation region of the zonal case. The MBB and the PBBI
regions are very much different than the zonal case. A
line along which the critical 1layer occurs generally
demarks the boundary between the MBB and the PBBI regions.
A critical layer is on where U,-C=0, where n=1 or 2 and C
is the phase speed of the disturbance. A pure
baroclinicity 1is indicated whenever the phase of the
amplitude ratio is 180°. A surface-intensification is
indicated by the magnitude of the amplitude ratio A,/A,
being smaller than 1, and a bottom-intensification by the
magnitude being greater than 1.

Most of the observed dominant time and length scales
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are found in the MBB region. The size and location of each
region in period-wavelength space vary with vertical
shear. Figs. 3-2, 3-3, and 3-4 show that as the vertical
shear increases, the PBSI region increases only slightly
(similar to the 2zonal case), the MBB region increases
greatly, and the PBBI region decreases drastically.

In the PBSI region the ranges of radiation
wavenumbers are 0.01—1.04xlo'7, 0.03-0.76x10—7, and
0.11-0.49x%10"7 em~1 for shears I, II, and III,
respectively. As 1in the zonal case the radiation phase
speeds generally increase (the radiation wavenumbers
generally decrease) with increasing vertical shear.
However, the radiation phase speeds are slightly higher in
the nonzonal case than in the zonal case. The radiation
phase speed change with changing phase speed of a
disturbance is in a similar manner to those in the zonal
case. In this region the ranges of amplitude ratios are
0.01-0.2, 0.0-0.26, and 0.0-0.32 for shears I, II, and III,
respectively. The amplitude ratios appear to increase
slightly with vertical shear. The amplitude ratios
decrease with the phase speed of the disturbance, as in
the 2zonal case, for shears I and III but increase with both
wavelength and period for shear II.

The PBBI region is located on the long wavelength and
short period side of the critical 1layer 1line in

period-wavelength space. This region rarely agrees with
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the observed dominant ranges of wavelengths and periods.
The amplitude ratios indicate that the radiation region is
purely Dbaroclinic as in the PBSI region, but it is
bottom-intensified. The radiation wavenumbers are in
general higher in this region than in the PBSI region. In
this PBBI region the radiation wavenumbers decrease with
increasing vertical shear as in the PBSI region. The
change of the radiation wavenumber with changing phase
speed of a disturbance is opposite to that in the PBSI
region, except for the case of shear II in which they are
similar. The amplitude ratios are large, up to infinity,
in this PBBI region.

The MBB region 1is 1located between the two pure
baroclinic regions. In this region <the radiation
wavenumber has both real and imaginary parts, indicating
that the radiation occurs, with amplitude decaying in the
cross-flow direction. The size of the MBB region in
period-wavelength space increases greatly with increasing
vertical shear. Most importantly, the radiation region
extends to shorter wavelengths and periods than in the PBSI
and PBBI regions. Therefore, much of the wavelengths and
periods in this MBB region overlap the observed dominant
wavelengths and periods. Defining a realistic radiation
region as a region with a 1length scale of decay (or
e-folding 1length scale) of 500 km, the shortest possible
pairs of wavelength and period are, with shears I, II, and
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III, 700 km; 12 months, 500 kxm; 10 months, and
600 km; 8 months, respectively. For a fixed wavelength of
800 km and a period of 12 months, the corresponding length
scales of decay are 785, 628, and 1013 km for shears I, II,
and III, respectively. The shorter length scale of decay
found for shear II seems to be related to the smaller
radiation region seen for shear II in the purely zonal
case. The occurence of the small length scale of decay is
probably due to a larger 24 caused by the flow speeds
being closer to the phase speed for shear II than for other
shears. For the observed range of wavelengths and periods,
the range of length scales of decay is 500-1000 km, and the
range of the radiation wavenumber is 0.15-1.5x10’
cm'l, decreasing with the vertical shear. 1In this region
the radiation phase speed increases with increasing
vertical shear and also increases with increasing phase
speed of the disturbance. The radiation phase speed at
wavelengths and periods overlapping the observed dominant
phase speed ranges from 1 cm/sec to 2.5 cm/sec.

For the observed dominant range of wavelengths, the
magnitude of the amplitude ratios is 0.3-1.1, also
decreasing with the vertical shear. The phase of the
amplitude ratio' increases with increasing vertical shear.
The amplitude ratio indicates that the radiation region
becomes more surface-intensified and also becomes closer to

barcclinic, as the vertical shear increases. The amplitude
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ratio increases with the phase speed of a disturbance for
all three background shears as in the zonal case and in the

PBSI region.

c. Effect of changing orientation of flow and

disturbance on radiation

In the previous two sections, we have seen that the
radiation region in period-wavelength space is larger, and
furthermore, broader ranges of wavelengths and periods
overlap the observed dominant ranges in the nonzonal case
than in the zonal case.

In order to see further the effect of changing
orientation of the flow and disturbance on radiation, a
solution is obtained as a function of the flow orientation
and wavelength of a disturbance for given shear II, radii
I, and a period of 12 months (an observed dominant period).
The solution is displayed in Figs. 3.5a-d. The figures
show clearly the effect of changing flow orientation on the
wavelength range of radiating waves (the shaded area in
Fig. 3.5a). The figures also show a symmetry about 180°,
indicating an applicability of the previously discussed
30° flow case in the case of a 330° flow orientation.

The distribution of the ©radiation wavenumber
(positive signs for the solid line and negative signs for

the dotted 1line in Fig. 3.5a) indicates outward radiation
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away from the source. The imaginary wavenumbers in Fig.
3.5b indicate that the length scale of decay increases as
the flow orientation changes from 20° to 60°. The
radiation also becomes more surface-intensified and closer
to baroclinic as the flow orientation changes from 20° to
60°.

If one considers the KEC as a zonal flow, the
observed dominant range of wavelengths of the internal
temperature fluctuations can hardly be explained by this
process. However, if one considers the KEC as a 30°
flow, the computed wavelengths are within the observed
dominant range, and the computed length scales of decay are
comparable with the observed length scales of decay seen in
standard deviation of the temperature fluctuations. 1In
general, as the flow orientation approaches 60° (an
approximate orientation of the Kuroshio Current), the
wavelength range, 1length scale of decay, and layer of

intensification tend to be more reaslistic.

d. Effect of changing stratification on radiation

Depending on how stably stratified the ocean is, the
size of each radiation region varies. The effect of
stratification on radiation can be determined by comparing
Figs. 3.3, 3.6, and 3.7. The sizes of the PBSI and PBBI

regions seem to depend more on changing depth ratio
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(D;/D;) than on changing density difference between the
layers ( A4p0 ) as indicated by changing size of the
radiation region. The PBSI region is larger for a larger
depth ratio (i.e., the case of radii II), while the PBBI
region is smaller. In both the PBSI and PBBI regions the
amplitude ratios are larger in the case of radii II,
indicating more energy penetrating into the lower layer
when both layer depths are the same. In the MBB region
where the radiation occurs in the ranges of wavelengths and
periods of the disturbance overlaping the observed ranges,
the 1length scales of decay are largef for larger D,/D,
and for 1larger Ap/o (i.e., the cases of radii II and I).
For example, at a period of 11 months and a wavelength of
600 km the length scales of decay are 654, 542, and 350 km
in the cases of radii II, I, and III, respectively. The
radiation phase speeds are higher for 1less stable
stratification (i.e., the case of radii 1III). The
magnitude of the amplitude ratios are larger for the cases
of radii II and I as in the PBSI and PBBI regions. The
phase of the amplitude ratio is larger for the case of
radii III than for the cases of other radii, indicating
that the smaller the depth ratio is, the closer is the
radiation becoming to baroclinic. Hence, it appears that
in a two-layer system the radiation characteristics depends
more on the depth ratio than on the size of an equivalent

Rossby radius for a continuous water column.
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In general, for the observed dominant wavelengths and
periods, the radiation is more realistic (i.e., longer
length scales of decay and more surface-intensified) for a
larger D1/Dy. Since the stratification with 1larger

Ap/p and larger D;/D, is more likely to exist near the
western boundary region (the stronger current region) along
the KEC than in the interior region, the effect of
stratification also seems to explain the regional tendency
of the space and time scale distribution of the energetic
temperature fluctuations in the far-field away from the

strong current.

4. Summary and conclusions

In this chapter we have investigated the possibility
of explaining the energetic temperature fluctuations away
from strong currents by a '"spatial instability" (by
considering complex £ instead of complex ®w ), using a
simple background shear flow structure and a propagating
unstable disturbance in parallel with the flow. As
suggested by Pedlosky (1977) a zonal eastward background
flow and a propagating disturbance can radiate energy to
the north and south. However, chances of radiation are
slim for a disturbance with the observed space and time
scales. When the orientation of the background flow and

the traveling disturbance (both in the same direction) is
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slightly ©rotated (30°), the radiation characteristics
become substantially different. The size of the radiation
region in period-wavelength space becomes wide and,
furthermore, broad ranges of wavelengths and periods
overlap the observed wavelength and period ranges. In the
nonzonal case, the radiation region consists of a pure
baroclinic, surface~intensified region, a mixed baroclinic
and barotropic region, and a pure baroclinic, bottom-
intensified region. However, radiation in the observed
dominant ranges of wavelengths and periods only occurs in
the mixed baroclinic and barotropic region, where radiation
is accompanied by amplitude decay towards the cross-flow
direction. For the observed Rossby radii and realistic
approximation of the flow speed in the KEC region, the
length scales of decay are found to be 500-1000 km. This
scales agree well with the observed length scales of decay
inferred form the standard deviation of the internal
temperature fluctuations.

The size of the mixed baroclinic and barotropic
region changes greatly with changing vertical shear and
moderately with changing Rossby radii. 1In general, as the
background vertical shear increases, the analytical
wavelengths and periods more overlap the observed ranges,
and the 1length scales of decay become longer for given
wavelength and period (within the observed ranges). The

radiation phase speed for a disturbance at given wavelength

90




and period (within +the observed ranges) increases with
increasing vertical shear. In the mixed baroclinic and
barotropic region with wavelength and period overlaping the
observed ranges, the energy penetrates less into the lower
layer and the wave away from the strong current is more
nearly baroclinic as the vertical shear increases.

The radiation characteristics change more with
changes in the depth ratio than with changes in the size of
the equivalent Rossby radius for a continuous water
column. The 1length scale of. decay for a disturbance with
the observed ranges of wavelengths and periods is larger
when the depth ratio is 1larger. Also, more energy
penetrates into the 1lower layer with a larger depth ratio
while the wave becomes less baroclinic.

As a concluding remark, the distribution of standard
deviation of internal temperature fluctuations with long
length scales od decay to the north and south, the observed
dominant 1length and time scales, and the eastward phase
propagation along the XEC can be explained by the strong
vertical shear and the existing stratification if the KEC

is modeled as a nonzonal flow.
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CHAPTER IV

RADIATING INSTABILITY OF NONZONAL CURRENTS

1. Introduction

In an effort to explain the fairly energetic internal
temperature fluctuations observed in regions away from the
KEC, we have examined radiation of energy from a
disturbance traveling along a generally nonzonal flow
(Chapter 1III). The result showed more radiation of energy
in the nonzonal case than in the zonal case. Time scales,
length scales, and phase speeds obtained for the nonzonal
case appeared to be in ranges close to those observed.
However, the flow structure used in the model was not so
realistic.

In that model, the mean current was uniform in each
horizontal direction. A next step towards greater realism
could be the incorporation of a horizontal current profile
similar to Talley's (1982) model used to study radiating
instability. Three horizontal regions are now introduced.
One represents the KEC and has a strong flow with strong
vertical shear. It is flanked to the north and south by
two other regions of weaker current and weaker vertical
shear. The current and vertical shear in the flanking
regions are equal.
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There is, however, no horizontal shear in the
linearized model used herein, and the geometry of the
flanking regions is simpler than that used by Talley (1982)
in order to obtain analytical solutions in the nonzonal
cases. (Talley considered only the zonal case.)

The word radiate is commonly used to describe the
propagation of neutrally stable waves which do not extract
any energy from vertical or horizontal shear. Baroclinic
instability implies the growth of a wave at the expense of
available potential energy. The term radiating instability
implies a mixture of both. All unstable currents have two
types of instability, trapped and radiating ones. In the
trapped instability, the instability energy from a source
penetrates only a short distance into neighboring regions.
on the other hand, the unstable radiating mode has a slowly
decaying envelope imposed on the wavelike structure in the
cross-flow direction. These waves look nearly like Rossby
waves, since they neighbor stable, free, baroclinic Rossby
waves 1in frequency-wavenumber space. The radiation takes
the form of destabilized Rossby waves in regions away from
the current. These modes thus have larger length scales of
decay than those of the trapped modes.

In general, in the situation described in this
chapter, there is one contiguous region of stable waves in
frequency-wavenumber space, bordered by one contiguous

region of unstable waves. The region of unstable waves is
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sometimes further partitioned into one or more regions of
radiating instability, adjacent to the region of stability,
and a region of trapped instability. Sometimes the
unstable region contains only trapped instabilities and
sometimes only radiating instabilities.

The existence of the radiating modes requires an
ambient potential vorticity gradient, as do Rossby waves.
The existence of the radiating modes also crucially depends
on the overlapping of the phase speeds and x-wavenumbers of
the unstable perturbations with Rossby wave phase speeds
and x-wavenumbers in the far-field. This is the phase
speed condition of McIntyre and Weissman (1972). According
to this condition, an unstable wave will not radiate if its
eastward phase speed is greater than the flow speed in the
far-field. Therefore, conditions for radiation in an
eastward current are mnuch more restrictive. In the more
general nonzonal orientation of a mean flow and with
certain phase speeds of disturbances in the flow and with
certain vertical current shear in the far-field, radiating
instabilities are possible. Talley (1982) demonstrated
that the 1latter condition 1is particularly necessary for
radiating instabilities.

The purpose of this chapter is to explore radiating
instability of nonzonal shear flows in order to explain the
characteristics of the temperature fluctuations observed in
the mid-latitude ©North Pacific (Chapter I). First, we
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derive . a necessary condition for instability, and bounds on
the real and imaginary phase speeds in nonzonal flows.
Then cross-flow structure functions and related quantities
are derived. Finally, the model is applied to three flow
orientations; 0° (strictly eastward), 309, and 60°.

The model current used in this study is a rough
approximation of the actual, observed flow in the
mid-latitude western North Pacific. This flow structure
is, however, much more realistic than that used in Chapter
III. The model current is symmetric about y=0. Therefore,
We only need to consider the +y half plane, divided into
two regions of constant velocity using Rayleigh's (1879)

broken line method.
2. Some general properties of a nonzonal flow instability

In order to determine differences in the
characteristics of a nonzonal flow instability from a zonal
one, a necessary condition for instability, and bounds on
the real and imaginary phase speeds of unstable waves are
derived using Pedlosky's (1979) approach. A general,
linearized form of a non-dimensional potential vorticity
equation for a basic flow and wave traveling in an

arbitrary direction is
z2h 4 2.9, - _
(Z+uZ) [V + 2 B'*?14“é§§g}'155'”9%§$u—0 @ -1)
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m du 12U
where >y - PBcosh—- By %P 3%

, B is the Burger number (which
is given as R;?/L?, where Ry is the internal Rossby radius
and L is the characteristic 1length scale), and 0 is the
orientation of the flow and wave. Boundary conditions are
assumed to be,
¢ _ -
%" at Y=z t)
and
2¢ _ -
,az"o at Z—O; H
Assuming a form of the solution
- iR(x-ct
$=Re By, 3y e RI*-CE) (4-2)
where Re denotes the real part of the expression it
prefaces, and substituting (4-2) in (4-1), one obtains
+2L i Sing 23 _

In order to derive the necessary condition for
instability, (4-3) 4is multiplied by o* (* denotes complex
conjugation) and, after some manipulations, the resultant
equation is integrated over the meridional plane, using the

boundary conditions. The equation then becomes

§1dy 1.5 da (1221 | L% 7 |2 [ dyf G LB o

iBSin® 0 * 5%
+1BonBydy(Pds 2 22 “4-9)
Since
1 = Uu-Cr +i¢;
U-c¢  lu-—ci?,

the imaginary part of (4-4) may yield
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& I dyf dz |L§LI 2
55'“[ dyf dz HJ—CI"[ (E*QE)- —(U-6)(E" 2 );-] (4-5)
where the subscripts r and i indicate real and imaginary
parts. Equation (4-5) is the necessary condition for
instability in a general nonzonal flow. If 0=0 (a zonal
flow), (4-5) becomes equation (7.4.22) of Pedlosky (1979)
for the boundary conditions as used in this study. In the
zonal case, (4-5) indicates that if the mode is to become
unstable, the potential vorticity gradient of the basic
current must be positive in some subregions of the
meridional plane and negative in others.
Since ¢ wvansihes on y=+1l, ¢ may be expressed as a
Fourier series.
§=:Z:°A5 Cs(G+EmY 4-¢)

Using (4-6), one can rewrite (4-5), whenever 0#0,

ﬁanGJ"JYf°J {l‘il"cé"zi 1A G+ T sina(5+ z)TIY}

" f' on Iu T i{; g lAl [l+C052()+';'i‘)Tty]}

(4-7)

In the 2zonzonal case, the flow may be unstable (i.e.,
C;>0) for some combinations of @ and U-C,. even if the
distribution of the potential vorticity gradients in the
meridional plane is not positive in some subregions and
negative in others.

In order to obtain the range of allowable real and
imaginary phase speeds for a given U(y,z), (4-3) is written
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in terms of N (= ¢/U=-C).

-C -C
(U-<) [a%%%“e—’ ZHAWLD_ e ncu-c+ nu-o 2
1B8Sind oN(U-C -
+ LEZmRaN0IC) . g (4-8)
The boundary conditions also become
N=0, y=+%

and
2N
— - O‘ -
2& 0, 2 H
With some manipulations, (4-8) then becomes

2 (- 27+ 35 L (U= Z1-RN (U-F+ N(U-<)B cos6

S QQN(U"C
) 4-9)

If (4-9) is multiplied by N* and integrated over the

meridional plane, one obtains

514§y 4z - {13+ B i)

"f de H dz[(U-c)BcosH + ——— '35'"9 au]w,z

¥ L@%"ﬁf-'. dy {2, dz ) N* e i)
(4~10) can be divided into real and imaginary parts. The

imaginary part is

C S dy S0 dz P=L:dy5_,3 dzup- B30 (1dy (0 deT
+ BSmBJ'_‘JY; J

2kG;
+ESR0( tay (. :Jztw* 2, (U-C) + (N* ). ;] (4-11)
where
P= B1 20+ 1 2% KINE
J= INI?

and the real part is
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(1dyfdz[ U2G-U+G2-c}] p=@cos f! dy§.8 dz UT
~B0s6C{ dy (] dzT

+ BSING (1dy (® dal(N* ). Ci (W SgH U-Cn] (4-12)
Expressing N as a Fourier series,
N= Z%OB,- CosCi+)ITIY (4-13)

and using the relation,
oy & B2 45 oyt ok
NT5T 5=o| 3T G+2) 5 simi+2)TTY

one can rewrite (4-11),

= ity daip _ 2T | S Lk ST

[ dvf o dzP f.’dyff, dz P 5 dyj dzP
4+ 2R & Lo L.dy,f,,dz(u—c» B G+ )T sin2G+m)my 4-14)
5! dy £ dzP
Since
(- -] ©0 2
f1dy| 281 2 IBP P G+5) 2 Z 1B
and
g 2_2%® N
{adyINI ..J,ZwlBol
it follows that
| ° 2, 12 ! 0
S dvfldz P2k +-4—)[_, dy { . dz 7, (4-15)
Using (4-15) in (4-14) and taking U=U,,, and
au 3y
v (ay)max’ one obtains

Bsin®
Cl‘ £ umo\x + ZKC (h2+n_) ( ay)maxl

and taking U=U one obtains

min-

BCOSH
O 2 Urin = (R 3
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Therefore, bounds on the real phase speed are

g,cose < 6Sin9 U
If %% vanishes,
cos
Upin= 2(k’+n‘-’) £ € € Umax @G-

which becomes equation (7.5.14) of Pedlosky (1979) if ©0=0
(a strictly eastward flow). In a nonzonal case (030),
(4-17) indicates that the lower bound of the phase speed is
slightly higher than in the zonal case.

Consider now an obvious inequality
0z {-l'dyj-l: dz (U' um“X)(u‘Um;n) P

‘-‘f_: de_:, JZ{UZP- (Umax +UmindUP + Umax Um:nP} (4-18)
Substituting for f dy[d2UP and §idy LZJZ U*P in (4-18)
using (4-11) and (4-12) yields

0 2[ 7+ G- (Umax+ Umin) Cr + Umax Umin] {}dv /42 P

+cosd f1dy§ 5 dz (U~ QMMJJ‘

@-9)
+[Umgx+Um.n C ] ésme‘( f dz

[ Ut Unin _ ] 820801000 45 (-6 E' B+ T sin2(Gedymy

Replacing U and %%} by Upin and (%;7 mins and using

(4-15), (4-19) becomes

~Umin,2 €050 Umax—Um; u Umi BSind U
( u ma!z minZ, ﬁ(h’.;.%’_i) .m.ex_z__mm - [ _&"z".."‘_'l - Cr] _———kci (' pen %_z) (-57)”,-‘,,
2(C - Umag +Umin a}_l' Urmin )2+ Ci2 (4__20)
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ou
If one considers the case of 5% =0, (4-20) becomes

Umax =Umind . 3cos8  Umox=Um; u +Uminy2 2 -
(g s oz (G- T ¢ G2

which becomes, in turn, equation (7.5.18) of Pedlosky

(1979), |if 0=0 (a strictly eastward flow case). Equation
(4-21) indicates that the complex phase speeds of unstable
waves must 1lie within a semi-circle in the C-plane whose
radius is given by the square root of the left-hand side of
(4-21). Equation (4-21) also indicates that the radius is

smaller in the nonzonal case than in the zonal case.
3. Formulation of radiating instability

In order to investigate the radiating instability of
a nonzonal flow, the linearized, dimensional two-layer form
of the potential vorticity equation in a rotated Cartesian
coordinate system introduced in Chapter III (equation 3-~1)

is used.

(BB (B 20 dy g ot

9¢ n 2 s ) —
+ —a—i"[ﬁwse--,%}(-l) Us]- 5%16&»\9_0, h=1(,2 4d-2)
where ¢, represents the structure of the evolving

perturbation field, 0 is a flow orientation with the usual

convention, and Ug=U4,-U,. Assuming a form of
solution k
i1(RX-Wt)
b=, e @)
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and substituting (4-23) in (4-22), one obtains for both
layers

p 2%, 2 u
22 GRS T k- L+ klEesbimib g kg, 6t

ing_ 2 S
TE S T Lt - MU 8 5o, G

Assuming a cross-flow structure function

§n =An e.ry

and substituting this in (4-24a) and (4-24b), one obtains

respectively
18Sind 12 A 4 k(Bse+ ,SU)
f\_—.;_"{rz* R k- =2 + Uk— uf =1} @-250)
A _-”z-l-2
and
N &
2
@-2h
P24 18Sin6 R(BC50—- 52 Us)
Al Uk r')-[ k z‘f‘ U hTA)& J

(4-25a) and (4-25b) are combined, yielding a relation for
the cross-flow wavenumber r.
F4 4+ Ar°4BYr’+ CY+D=0 (42

where

A=i6sine [Te-w * Tok-w )

L
B 2kt Lk 4 RIECSOTREU) R(Beosp-13lUs) _@sin0
RP R Uik -0 L k-t (U kL) (Upk-)
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c=18318 1 pa L. R(BCOSO- feals)y
Uk-~-w Ua k—u)

Iuéime[ k- Fat h(BCoSG-i‘ Raus)]
—-(J

D=[~k% L +h(/360$9-l- R‘zUs)][_kz_ _|_3 k(Bcoso- fgus)] 4
Uk-Ww Uask~-W R?*Rz
As shown in Fig. 4.1, the flow profile is symmetric
about y=0. Therefore, a solution will be sought only for
the region y>0. Assuming an infinitely wide ocean, the
boundary conditions are
égo as y=H9oo (i.e., v30 as y=H300 where v is a fluctuating
current in the cross-flow direction).
%§%=0 at y=0 (i.e., u=0 at y=0 where u is a fluctuating
current in the along-flow direction).

The matching conditions at the interface, y=y,,

between Regions I and II are

[ af%ftf]y=y;= 0 4-27a)
[(Unk-) ]y =0 4-21h

Equation (4-27a) stipulates that the displacement of the
material interface between the two regions of the flow be
the same in both regions on either sides of the interface.
Equation (4-27b) stipulates that the tangential pressure
gradient at the interface be equal on both sides of the
interface.

Depending on the choice of boundary condition at y=0,
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FJ.gure 4.1 Flow structure of a two-layer system in the cross-flow
direction. I and II indicate regions. 1 and 2 indicate the

upper and lower layer, respectively.
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there are two kinds of solutions. When the condition u=0
at y=0 (as in the present case) is used, a sinuous

(antisymmetric) solution, which has an even eigenfunction,

is obtained. when the condition v=0 at y=0 is used, a
varicose (symmetric) solution, which has an odd
eigenfunction, 1is obtained. The varicose mode tends to

have a 1large amplitude of fluctuation at y=0. Rayleigh
(1879) first used the word "varicosity" to describe the
symmetric instability photographed in a lab experiment he
performed. The sinuous mode tends to have large amplitudes
in the far-fields.

In the present study, only the sinuous modes are
sought since radiating instability results in 1large
amplitude fluctuations in the far-field. 1In order to find
cross-flow structure functions in Region II, one mnust
obtain cross-flow wavenumbers by solving (4-26) with given
parameters Uy, Uy, Ry and R,. Since (4-26) is a
fourth order polynomial, there exist four roots. The two
roots which satisfy the infinite boundary condition in
Region II are taken. The structure functions in the upper
and lower layers of Region II are

§n’_| =q em'y + Q2 emzy

where Re m,<0 and Re m,<0, and

A m, ma
Epa= (RO E + (Fma0 €™ (4-28)
where (%;)m. and (), are the amplitude ratios between the

@-280)

upper and lower layers for the corresponding cross-flow
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wavenumbers m; and m,, respectively. Radiation is
indicated by :;LIII and §m_ having wavelike structures in
y-direction.

Using the boundary condition i%;o at y=0, one can
obtain the structure functions in the upper and lower

layers of Region I.
T2 (d € die™s ™) + G (dsedye® 4oy (4-2a)
1= ¢ (hdie* L hada ™% hae!Y) 1 ca (hydse?- hude €™ hy €*7) (429

where
¢ Az 2 2
h. = ( 'A'I‘)},I hz- ( A )1;, hs = (%,')b, ,"4'_‘(-%)94,

A = (hz-h3) 43 d (ha—hs).?s d (hz-—hﬁ»);o‘# J (h.-hq.) Ly
1= Chi-h2) 4, 2= "the-ha) fs Chi-h) {2, “Chi-ha4,, (hl"hi-)-h

where C; and C, are the undetermined coefficients.

Using the matching conditions at the interface
between Regions I and II, one can reduce the number of the
undetermined coefficients from four to one and a dispersion
relation 1is obtained (see Appendix). By solving (4-26) and
the dispersion relation simultaneocusly, one can find a
number of unstable modes. Each mode is examined to see if
it is radiating or trapped. The parameters defining the
flow structure (Fig. 4.1) in the cases to be studied are

shown in Table 4.1.
4. Results

The flow speeds in each of the four cases were chosen
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Table 4.1 Four cases of flow conditions to be examined.

Casg I Case IT Case ITII Case 1V]
I1 Cm(sec

UIZ " 3 3 1 3

U T " 7 7 3 7
UIIs (" 1 1 0 1
Rl km 49 49 49 49
R " 69 69 69 69

2

Yo " 200 200 200 200

%) a) 0 30 30 60

Ur;=Flow speed in the upper layer of Region I

Ur,=Flow speed in the lower layer of Region I

Urp;=Flow speed in the upper layer of Region II
Upro=Flow speed in the lower layer of Region II
R,=Rossby radius in the upper layer ((gAp/le)l/z/fa
R,=Rossby radius in the lower layer ((gAp/pDz)llzlfa
Yo=A half-width of Region I in cross-flow direction
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to approximate the known circulation as closely as
possible. The flow speeds in Region I are the same as
those used in Chapter 1II. The flow speeds in the upper
layer of Region II were estimated by comparing the mean
temperature gradients in the region where the current is
unknown and 152°E, along the KEC, where the temperature
gradient and the flow speed are known (Schmitz, 1984). The
flow speeds in the lower layer of Region II were guesses.
The approximate flow orientations of the KEC east of
152°E  and the Kuroshio Current are 30° and 60°,
respectively. The orientation of the southeastward branch
of the KEC is taken to be 330°. However, since the
radiational characteristics are almost the same between
30° and 330° cases as found in Chapter III, only the
case of 30° orientation is investigated. The width of
Region I is chosen to be 400 km (200 km between the x-axis
and the northern boundary of Region I). The pair of Rossby
radii (49 km; 69 km) are used as representative values near
the western boundary (Chapters II and III). The zonal flow
case 1is also examined for comparison with the nonzonal
cases. In all cases, distinct modes are identified by
frequency, growth rate, and real and imaginary phase speeds
as functions of wavenumber. Each mode of solution is
numbered arbitrarily but consistently from case to case,

because of the similarity of the functions.
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a. Case I (zonal flow with a strong vertical shear)

In this case, five modes of the solution exist in the
frequency-wavenumber range considered (Fig. 4.2). In each
mode, frequencies, phase speeds, growth rates, and
imaginary phase speeds change nearly 1linearly with
wavenumber, except for the growth rates and imaginary phase
speeds in modes 3 and 4 where the variation with wavenumber
shows a parabola-like shape. Table 4.2 shows the ranges of
wave periods (T), wavelengths (L), phase speeds (C), growth
periods (Tg), and imaginary phase speeds (Cy) of the
unstable waves. The values presented are shown in two
categories: a ‘"solution range" comprising of both the
trapped and radiating instabilities and a "radiation

ranges" consisting of only the radiating instabilities,

where they exist. (This terminology is used further in
this chapter.) Three out of five modes contain radiating
waves. - Mode 1 exhibits only radiating instability. Modes

4 and 5 exhibits only trapped waves. In general, the
trapped waves have short wavelengths and periods (e.qg.,
modes 2 and 3) or high phase speeds (e.g., modes 4 and 5).
Also, radiating waves in this case appear +to have low
growth rates.

In Figs. 4.3 and 4.4 the cross-flow structure of
eigenfunctions are displayed with the accompanying T, L, C,

Tg, and C; for one or more representative wave(s) in

109




FALO 11/8E0)

PHASE SPEED (CW/SEC)

Figure 4.2 (a) Frequency [10™ sec™t], () growth rate (107 sec 1],

Y 24 -y 4L
r + t

W, U121e¢30.8.3.8) CN/SEC
21,4221 (7.8 1.8 CH/SEC

(R1 R« (9. 0.69.8) N

T UI1,U12)#030.9,3.8) CH/SEC
21,0221 = (7.8 ,1.0) CH/SEC

(R1,A21 = (49,8.69.8) «n
s (a) BETA«1,9 wilwm-11 17(3EC M1 T ny (®) BETA=1.9 wifem=11 1/(SEC W) T
254
g
s
-
3
T ="
3 S
< I.T //—3
o i
NS, et
L o S T S S S o P od= R e e e e R
¢ 3 12 15 18 21 2 21 W 3 6 9 12 15 108 2 2 21T N
SAVENUNEER (1/1000 KM WAYENUNSER 1171488 kM)
3 I e e vt e S 15 B AT oo Evr B o oyt
W11,U120(34.0,3.0) CA/SEC 11,0321 1490,8,3.8) CH/SEC
U21,U221 = (7.8 1.8 Cn/SEC 1U21,U220 =479 ,1.8) CN/SEC
1,2 = (49.0.69.00 &N (A1 A2) = (49.8,89.8) KA
st (c) BETA=L.9 wien-18 1/(SEC M T ot (ad) BETA=1.9 wiwu=13 1/(SEC M) T
3B ggsT'
-
bt g
—“\5\ =
134 H 154
. i
“‘/ 3 gl."
5
S.L —— J— st 2‘ 3
2 o
b L z e : 2
o € 8 12 15 18 21 29 27 38 1 " & 3 12 15 18 21 28 27 15—

HAVENUNBER (371008 XMm)

MAVENURBER (171888 kM)

(c) phase speed [am/sec], and (d) imagi ary phase speed
[cm/sec] as a function of wavenumber [10 ° cm 1] for case I.

110




TTT

Table 4.2 Ranges of period (T), wavelength (L), phase speed (C), growth

period (T

), and imaginary phase speed (Cj) of (a) all unstable waves
and of (b? radiating unstable waves present in each mode for case I.

underline in Tg indicates a unit of [years].

mode 1 mode 2 mode 3 mode 4 mode 5

@ | T [days) 43-91 |101-727 42-814 42-291 27-121
|_l
E L [kn] 200-400 [200-2000 | 350-700 450-2000| 400-2000
0
5 | C [cm/sec)| 5-6 2-3 1-10 8~11 17-19
2]
8 Ty [days] 139 182-4 69-580 | 128-364 63-331
% [years]

C; [cm/sec] 0 1-2 1-7 3-7 7
o
E, T [days] 43-91 |143-727 814
S| L [kn) 200-400 [300-2000 | 700
S only only
H C [cm/sec] 5-6 3 1l Trapped Trapped
m waves waves
a [days] [139 252-4 580
o [years]

C; [cm/sec] O 1l 1l

The
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each mode. From the cross-flow structure, one can
determine 1length scales of decay (hereafter referred to as
LSoD) and which 1layer is intensified (i.e., surface or
bottom, depending on the amplitudes of the upper and lower
layer eigenfunctions). An LSOD is a distance between the
line y=0 and a point in Region II where the amplitude
decays to zero.

Radiating waves in mode 1 show very long LSODs and
therefore are neérly like neutrally stable waves, and are
obviously bottom-intensified. Fig. 4.3c show a wave which
is the most comparable with the observed waves in this
particular mode. The eigenfunctions of mode 2 show the
maximum LSOD at a wavelength of 500 km and the minimum LSOD
at a wavelength of 800 km (Figs. 4.4a-b). At wavelengths
other than 500 and 800 km the LSOD slowly increases towards
the maximum or slowly decreases towards the minimum. The
radiating waves in mode 2 are bottom-intensified. Only one
solution among those investigated is of the radiation type
in mode 3. It has LSODs of 500-700 km and appears to be
slightly bottom-intensified (Fig. 4.4c).

A radiating wave is deemed comparable to an observed
one whenever the wave period, wavelength, phase speed,
growth rate, LSOD are comparable. Furthermore, the
theoretical wave must be surface-intensified, to be
consistent with the generally observed tendency of the

ocean to exhibit larger temperature fluctuations in the
114




upper thermocline as opposed to the deep ocean. The
observed dominant ranges in the KEC region are wave periods
of 1 year or slightly 1less, wavelengths of 500-800 km,
phase speeds of 2-5 cm/sec, growth periods of several
months, and ILSODs larger than 500 km. In the zonal case,

none of the modes has radiating waves within the above

ranges. Hence, the 2zonal case is not satisfactory in
explaining the observed spatial and temporal
characteristics. For comparison purposes, a wave with

values of T, L, C, T and LSOD closest to the observed

gl
dominant ranges in each mode is listed in Table 4.6 and

represented in Figs. 4.3c, 4.4a, 4.4c.

b. cCase II (30° flow with a strong vertical shear)

In this case the mean flow is the same as that in
case I (zonal flow) except for the new flow orientation of
30° (Table 4.1). This approximates the KEC in the
western boundary region. There exist six modes of the
solution (Fig. 4.5) in contrast to the five modes found in
the 2zonal case. Also, the range of wavelengths covered by
each mode is broader in this case than in the zonal case.
Frequency, growth rate, phase speed and imaginary phase
speed are generally higher than in the zonal case, and four
out of the six modes contain radiating waves (Table 4.3).

Mode 2 exhibits only radiating instability, and modes 5 and
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Table 4.3
period (T,)

Ranges of period (T), wavelength (L), phase speed (C), growth
, and imaginary phase speed (C;) of (a) all unstable waves

and of (b? radiating unstable waves present in each mode for case II.
The underline in Tg indicates a unit of [years].

mode 1 | mode 2 mode 3 mode 4 mode 5 mode 6

§ T [days] 91-182 50-243 31-481 42-485 21-104 30-107
]
ﬂ L [km] 200-550 [200-2000 | 300-700 400-2000{ 500-2000| 700-1000
0
S| c [cm/sec] 3-4 5-15 2-11 9-11 17-22 20-23
N \
g g [days] |191-661 [2.5-14 65-173 112-606 40-242 242-727
3} [years]

Cy [cm/sec] 1l <0.5 4-7 1-7 8-10 <0.5
5
o T [days] 150-182 50-243 220-480 145-242
V1)
4| L [km] 400-500 |[200-2000 | 630-700 |1200-2000
0 only only
Jlc [cm/sec] 3-4 5-15 2 8-10 Trapped Trapped
o waves waves
5 | Ty [days) [416-727 |2.5-14 110-175 | 173-606
5 [years)

C; [cm/sec) 1 <0.5 5-6 4-7




6 exhibit only trapped instability. Both trapped modes
have high phase speeds, but the rhase speeds are always
less than the maximum flow speed as discussed in Section
2. In modes 1, 3, and 4, the unstable waves with short
period and wavelength are trapped. In general, the growth
rates are larger than in the zonal case (the lower bound of
the complex phase speed is in nonzonal flows). A very low
growth rate, however, does not guarantee radiation, as in
the zonal case.

The structure of the eigenfunctions in mode 1 show
that LSODs of all radiating waves are longer than 1200 km
and that the amplitudes in both layers are nearly equal
(Fig. 4.6). In mode 2, LSODs decrease from >2000 km at a
wavelength of 200 km to a nearly zero (i.e., almost totally
trapped) at a wavelength of 800 km (Figs. 4.7a-b). The
radiating waves in this range are bottom-intensified. At
wavelengths 1longer than 900 km, the LSOD increases and the
waves become more surface-intensified with increasing
wavelength (Fig. 4.7c). The LSODs in mode 3 are 800-1000
km, and the waves have no intensification in any particular
layer (Fig. 4.8a). In mode 4, the radiating waves have
1SODs longer than 1000 km, increasing with wavelength, and
the waves have similar amplitudes 1in both layers (Figs.
4.8b-c).

In this flow regime, wave periods, wavelengths, phase

speeds, and growth periods of the radiating waves are
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closer to the observed ranges than in the zonal case.
Also, the LSODs are longer, and the waves are less bottom-
intensified than in the 2zonal case. Table 4.6 lists the

values of T, L, c, T LSOD, and the type of

g’
intensification of solutions that came close to the
observed ranges for each mode. See also Figs. 4.6b, 4.7a,
4.8a, and 4.8b. We have tacitly assumed that only one mode
present in the real ocean. The table shows that the waves

of modes 1 and 3 explain the observed spatial and temporal

characteristics better than those in the zonal case.
c. Case III (30° flow with a weak vertical shear)

The mean flow in this case is the same as that in
case II but the flow speeds have been changed to Uyy=15,
Uro,=1, Urry=3 and Upp,=0 cm/sec. This approximates
the XEC at 165°E. The solution has 6 modes as in case
II, but the ranges of wavenumbers and periods exhibited by
each mode are generally narrower (Fig. 4.9). In modes 1
and 2 the solutions exist over two disjoint ranges in the
frequency-wavenumber domain. The frequency, growth rate,
phase speed, and imaginary phase speed of unstable waves in
this case are nearly half the magnitude as those in case
II. In this case, four out of the six modes contain
radiating waves. Mode 2 exhibits only radiating

instability, and modes 3 and & exhibit only trapped waves
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(Table 4.4). In modes 1, 4, and 5, the unstable waves with
short period and wavelength are trapped as in the previous
cases., In general, the radiating waves have lower growth
rates than in the zonal case, indicating a higher growth
rate associated with larger shear.

The eigenfunctions in mode 1 show LSODs of 600-900 km
with slight bottom-intensification at wavelengths of 300 km
and shorter (Figs. 4.l0a-b). The LSODs are very long and
the waves are surface-intensified at wavelengths longer
than 1600 km (Fig. 4.10c). In mode 2, the LSODs decrease
with wavelength and the waves are bottom-intensified at
wavelengths of 450-550 km (Figs. lla-b). At wavelengths
longer than 1000 km, the LSODs become longer and the waves
become more surface-intensified as the wavelength increases
(Fig. 4.1l1c). In mode 4, only one solution among those
investigated is of the radiating type, and the wave has
LsODs of 700 km with similar amplitudes in both layers.
The LSODs in mode 5 are longer than 900 km, increasing with
wavelength and the waves have similar amplitudes in both
layers (Figs. 4.12b-c).

Drawing from the findings of Chapter II, one would
expect that a weaker current shear (characteristic of the
interior North Pacific) would result in unstable waves of
shorter wavelengths, 1lower phase speeds, 1lower growth
rates, and longer periods than with stronger current shear

(characteristic of the western boundary). It is alsoc found
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Table 4.4 Ranges of period (T), wavelength (L), phase speed (C), growth

period (T,), and imaginary phase speed (Cj) of (a) all unstable waves
and of (b? radiating unstable waves present in each mode for case III.
The underline in Tg indicates a unit of [years].
mode 1 mode 2 mode 3 mode 4 mode 5 mode 6
8 T [days] 364-406; ] 217-226; | 112-727 121-316 41-165 41-64
EJ 333 199-227
ct
S' L [km] 200-300;| 450-550; | 300-450 400-800 300-2000 400-600
=) 1400-2000(1000-2000
a]
g |C [cm/sec) 1; 2-3; 1-3 3~-4 9-13 7-11
Q 5=7 5-10
o
Tg [days] 364-559;} 5.1-6.7: 1 152-197 280-13.5 78-364 10.1
[years] 8.1 2.5-5.1
c; [em/sec) <1; <0.5; 2-3 4-5 1-2 0.2
<l 1-2
B |T [days] 333 217-226; 308 150-165
& 199-227
V)]
& |L [km] 1400-2000| 450-550; 800 >1500
g 1000-2000
only only
N |C [cm/sec] 5-7 2-3; Trapped 3 12-13 Trapped
g 5-10 wvaves waves
)
Ty [days] 8.1 5.1-6.7; 433 34-409
[years] 2.5-5.1
C; [cm/sec] <1l <0.5 2 5
1-2
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that the observed 1length scales are smaller and the
observed time scales are larger in the interior region than
in the western boundary. The radiating unstable waves
generally manifest +this behaviour, and in the observed
ranges of time and 1length scales the theory predicts
shorter LSOD and dgreater bottom-intensification in the
interior region. In general, it seems that a stronger
shear flow has a greater tendency towards radiating
instability. Radiating unstable waves of each mode with

values of T, L, c, T LsSOD, and the type of

gl
intensification closest to the observed dominant ranges are
listed in Table 4.6 and also displayed in Figs. 4.10b,

4.11a, 4.12a, and 4.12b.

d. Case IV (60° flow with a strong vertical shear)

The mean flow is the same as that in case II except
for the new flow orientation of 60°. A current with the
flow orientation and strong vertical shear models the
Kuroshio Current. One should, however, note that caes IV
is not a suitable approximation for the flow structure that
we used, since the Kuroshio Current is a flow along the
boundary. No solution exists at wavelengths shorter than
300 Xkm. t longer wavelengths there are six modes of the
solution, as in the other nonzonal cases (Fig. 4.13).

Frequencies, phase speeds, growth rates, and imaginary
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phase speeds are higher <than in case II (strong vertical
shear; 30° orientation). Five out of the six modes
contain radiating waves, an increase in the number of
radiating modes with a more meridional flow orientation
(Table 4.5). Modes 1 and 2 exhibit exclusively radiating
instability. The growth rates of these modes are low, as
in the other cases. In modes 3, 4, and 5, the unstable
waves with short wavelength and period are trapped. Modes
S and 6 have high phase speed but the maximum phase speed
is smaller than the maximum flow speed as determined by
(4-17). The unstable waves in mode 5 radiate, despite
their high growth rates; this is contrary to the more
typical findings, where unstable waves with high growth
rates were trapped. The mode 5 waves in case II, which
occurred in the same ranges of periods and wavelengths as
the mode 5 waves in this case, were exclusively trapped
waves. Finally, the unstable waves in mode 6 are all
trapped waves despite their very low growth rates. This
was also found in case II and, again, is contrary to the
more typical findings.

The eigenfunctions in mode 1 show very long LSODs at
wavelengths shorter than 400 km, and the waves become less
bottom~intensified as the wavelength approaches 400 km
(Figs. 4.1l4a-b). At wavelengths longer than 900 km, the
waves become strongly surface-~intensified with very long

1LSODs (Fig. 4.14c). In mode 2, the LSODs at wavelengths of
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Table 4.5 Ranges of period (T), wavelength (L), phase speed (C), growth

period (T

), and imaginary phase speed (Cj) of (a) all unstable waves

and of (b? radiating unstable waves present in each mode for case IV.
The underline in Tg indicates a unit of [years].

mode 1 mode 2 mode 3 mode 4 moGge 5 mode 6
a |T [days] 74-93; 61-104 44-428 40-164 35-79 35-54
° [151-182
o
o |L [xm 300-400; |300-2000 |400-900 |300-1400 | 600-2000 | 600-1000
S 900-2000
8 |c [cm/sec) 5; 6-24 3-11 10-12 20-28 22-23
3 7-14
[0}
Ty [days] [3.4-6.7; |l.3-4 60-162 |100-727 80-260 6.7
[years]|(3.4-6.7
C; [cm/sec] 0.1; 0.2-4 6-9 0.5-7 8-10 0.2-2
1-2
R |T [days] 74-93; 61-104 |215-428 89-164 57-79
3 151-182
H.
ﬁ: L [km] 300-400; |[300-2000 |800-900 |{900-1400 1100-2000
5 900-2000
= only
H |C [cm/sec] 5; 6-24 3-4 10-12 22-28 Trapped
o] 7-14 waves
‘s
Ty [days] [3.4-6.7; |1.3-4 116-159 |149-502 |134-260
[years] [3.4-6.7
Cy [cm/sec] 0.1; 0.2-4 7-8 3-7 8-9
: 1-2
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300-600 km decrease and the waves become more surface-
intensified as the wavelength increases (Fig. 4.15a). The
LSODs are shortest at a wavelength of 600 kn. At
wavelengths longer than 700 km, the LSOD increases rapidly
with wavelength and the waves rapidly become surface-
intensified (Figs. 4.15b-c). In mode 3, the waves at
wavelengths of 800-900 km have nearly equal amplitudes in
both layers with LSODs longer than 1500 km (Figs. 4.l6a-b).
For mode 4, LSODs are longer than 1400 km, increasing with
wavelength, and the waves become more surface-intensified
as the wavelength increases (Fig. 4.17). The waves in mode
5 show nearly equal amplitudes in both layers with LSODs
longer than 1000 km (Fig. 4.18).

In general, radiating waves in case IV have longer
wavelengths, shorter periods, higher phase speeds, higher
growth rates, longer LSODs and more surface-intensification
than those in any other cases. These characteristics
together with those in the 30° flow cases concur with the
observed trend of decreasing length scales and increasing
time scales towards the east. As was done previously,
unstable waves of each mode closest to the observed values
of T, L, ¢, Tg and LSOD, and the type of intensification
are listed in Table 4.6 and also shown in Figs. 4.1l4c,
4.15b, 4.16a, 4.17, and 4.18. Comparing only one mode at a
time (i.e., not considering possible superpositions of the

modes), it was found that mode 3 is in better agreement
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with the observation near the western boundary than the

other modes.

5. Summary and conclusions

There are five unstable modes of the solution in the
zonal case and six modes in the nonzonal cases.
Frequencies, phase speeds, growth rates and imaginary phase
speeds as functions of wavenumber have similar shapes in
all cases. The solution exists over broad ranges in the
frequency-wavenumber domain in the three cases with the
strong vertical shear, but it exists over narrow and
divided ranges in the case with the weak shear. Over the
solution range (radiating plus trapped waves), frequencies,
phase speeds, growth rates, and imaginary phase speeds
generally increase with increasing vertical shear at a
fixed flow orientation and increase as the flow orientation
changes from zonal to 60° at a fixed vertical shear.

In general, unstable waves with short wavelengths and
short periods, and those with high phase speeds are
trapped. In the nonzonal cases investigated, waves with
low growth rate do not necessarily radiate. In the zonal
case, however, waves with low growth rates radiated. The
number of modes which contain radiating waves increases as
the flow orientation increases (three, four, and five in

the zonal, 309, and 60° flow cases, respectively). 1In
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the radiating ranges, frequencies, growth rates, and phase
speeds also increase with increasing vertical shear and
angle of Iorientation. The length scales of decay increase
as the flow orientation changes from zonal to 60° at a
fixed vertical shear, and as the vertical shear increases
at a fixed flow orientation. Concurrently, wave amplitude
intensification changes with vertical shear and flow
orientation. In general, bottom-intensification occurs
with 2zonal flow. Roughly equal amplitudes in both layers
are found with 30° flow, and surface-intensification
developes as the flow orientation changes to 60° at a
fixed vertical shear. Also, the waves are more surface-
intensified when the vertical shear is stronger at a fixed
orientation.

In each mode, radiating waves in the nonzonal cases
show spatial and temporal characteristics closer to the
observed dominant ranges than those in the zonal case.
This is clearly seen by comparing the radiating waves
summarized in Table 4.6. For the flow condition near the
western boundary (approximated by the 60° flow
orientation), the radiating waves in modes 2, 3 and 4
(especially mode 3) show fair agreement with the observed
dominant ranges. In the case of the 30° flow with the
strong shear, modes 1 and 3 appear to be within the
observed dominant ranges. Radiation in modes 1 and 4 of

the 30° flow case with the weak shear is in less
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Table 4.6  ,Summary of wavelengths, periods, phase speeds,
rowth periods, imaginary ghase,speeds, length scales of
ecay, and the of intensification of radiating waves

closest to the observed dominant ranges. The waves listed

here represent each radiating mode. “SFC and_BTM indicate

surface- and bottom-intensification, UP and 1O jindicate

upper and lower layers, and SFC&BTM indicates similar
amplitudes in both layers.

L T C T C; LSOD Type of
Case| [km] [days] [cm/sec] [da¥s] [cm/dec] [km] Intensi-
or fication
[years]
g I 400 90 5 139 0.001 2000 BTM
% II 500 174 3.3 579 1 2000 SFC&BTM
~=| IIXI}| 300 406 0.9 559 0.6 500{UP
900(LO BTM
IV |900 151 6.9 6.6 0.4 2000 SFC
g I 500 224 2.6 410 1.4 800 (10) BTM
% II {500 98 5.9 4.1 0.3 1000 BTM
&N TIT| 450 217 2.4 5.8 0.3 800 (LO) BTM
IV {900 103 10 714 l.4 2000 SFC
g I 700 814 1 580 1.4 5OOSUP;
3, 700 (LO BTM
®l1r |600- 220- 1.8- 110- 4.8~ 1000-
w 700 481 2.4 173 6.4 1200 SFC&BTM
IV (800 215 4.3 llé6 8 1500 SFC&BTM
g II |1200 145 9 173 7.3 1000 SFC&BTM
% III|800 308 3 433 2.2 700 SFC&BTM
! TV 900 89 12 149 7 1400 SFC
3
% III|{1500 150 1ll.6 337 5.2 700 SFC&BTM
wi IV 1100 57 22 134 9.4 1000 SFC&BTM
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agreement with the observations. In the zonal case, none
of the modes have the radiating waves closely resembling
the observetions. Therefore, the zonal flow is regarded as
the least appropriate model flow to explain the observed
temperature fluctuations. In the mid-latitude western
North Pacific, radiating instability based on a nonzonal
mean current appears to be a more realistic process than
that based on a 2zonal flow for the fairly energetic
internal temperature fluctuations observed away from the

main axis of the KEC.
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Appendix Dispersion relation

W3 +fW+rw+5=0
where
ol= -L2Q(Ugs +Uzr) +2R (Yz2+ Ugy) +25 (Uzi+z2)
+ TCUz1 +Uzz + Ugy +Ugz) + 2V (Ugt+lzz) TR/CQHRHS+THV)
B= a0z +Uz2)+ 2tz g2 +R [ (Ure +idg) ™+ 2 Usa Ut ]+ S LUz i
+ 20z, Uga] + T C Uz Usz + (U ttdz2 I g +Udge) Hd mtig T+ V Ll Hided]
+2Up Ue2] L R2/( & +R+S+T+V)

F=-§2QUg 1 Ugs (UG, +Ums) + 2RUL2 M1 (Uz2 +Us1) + 2SUsiUpa (Uzy+Yg2)
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(Q+RAS+T+V)

Q=mimal$-A){Ks G =G ky)

R= (4, —myhy) ( Y3 -G VYa)

S=tmf -mafy) (G Ky —~K3X.)

T= (mi-ma) L+, (BX =% 6G) HK Ve =YK )
V=(£-H(Y%¥% ~X3Ya)

C3 = d, e""'-dz E‘&'% -+ e“' %

&= d,e’-”-#e"" +e¥

Ks =h d)e4% —hods e B hy D%

Ky= h, dye%% <hydyebsl + hgetr’

%= ks gy otk dolig e + 4 ei’;
4’4:%#8""-%&&"‘% +Apetee

o ’ £, A
Y= %:a hdy eh Y .."_:‘J-h‘,l, e *+hyi; el)Y

& = CAUg dgz +RUS H4Z, $SUS U2 +TUslizz Uy Unz +V Uz Uz2 TR

%= %’._%},,2,3"‘%_ %—:}:{hzlﬂe’&‘x +hg et
- ki B - h=h3 25 _hahi g _ b de
i e R R o A = T vy

hihz a, e Avche B
h'=(%)&' he* (e, h;:(%?)):' he=(%)s,, ﬁ“%)rm, ‘f'z‘-(.%)m:..

See Table 4.1 for further definitions.
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