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Abstract 

A coastal ocean model has been evaluated for Oahu, Hawaii. The three-dimensional 

hydrodynamic model used in this study is a semi-implicit version of ECOM that uses a z­

level based coordinate system. The model has already been tuned and validated from the 

Eulerian viewpoint; however, it has not yet been validated from the Lagrangian 

perspective. 

Sea level records as well as temperature and salinity profiles were first used to validate 

the tuning of this model. This validation was performed using statist!cal parameters, such 

as correlation coefficients and standard deviations, to quantitatively characterize the 

model's capabilities. The simulated current structure was then qualitatively compared 

with the known current structure of Mamala Bay. This qualitative cOl?parison focused on 

the circulation trends experienced at the headlands and in the bay throughout a daily tide 

cycle. 

After the model was successfully validated from the Eulerian perspective; its Lagrangian 

capabilities were then tested. The Lagrangian capabilities were tested by using the tuned 

model to virtually track drogues deployed on April 20, 2005 near the Sand Island outfall 

in Mamala Bay. The limited number of drogues deployed in this highly turbulent area 

restricted the ability to quantitatively analyze the Lagrangian results; therefore, these 

results were qualitatively analyzed to determine the model's Lagrangian capabilities. 

Successful validation of the model from both Eulerian and Lagrangian viewpoints 

demonstrate the "realism" of this coastal ocean model. 
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Chapter 1. Introduction 

1.1 Background 

According to Webster's dictionary, a model is defined as a simplified description of a 

complex entity or process. In engineering, a model is a human construct used to better 

understand real-world systems and processes. As a substitute for the real system, models 

are used when it is easier or more feasible to work with the substitute than with the actual 

system,(Ford, 1999). Former aeronautical engineer and professor in the Department of 

Ocean Engineering at Florida Atlantic University, Dr. Jeffrey Tennant, often defined 

engineering as "the art of approximation". Engineers use many types of models to 

predict, analyze, and reconstruct processes that are often either impossible or too 

expensive to measure, 

Various classes of models are used to "approximate" real-world system response. The 

various classifications of models include: conceptual, physical, mathematical, statistical, 

and visual (Ford, 1999). 

• Conceptual models are qualitative models that help highlight important' 

connections in real-world systems. 

• Physical models are physical systems that can be easily observed and manipulated 

and which have characteristics similar to key features of more complex real-world 

systems. 

I 
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• Mathematical models, including both analytical and' numerical models, are 

developed by mathematically solving the relevant physics-based equations of a 

system to determine its behavior throughout time and space. 

• Statistical models, although mathematical in nature, facilitate the characterization 

of a system based on statistical parameters and are useful in helping identify 

patterns and underlying relationships between data sets. 

• Visualization models include anything that can help one visualize how a system 

works. A visualization model can be a direct link between data and some graphic 

or image output, or can be linked in series with some other type of model to 

convert its output into a visually useful format. 

Although there are several model classes, a well developed model of a real-world system 

will often include aspects of each individual model class described above. 

All previously defined model classes are used in this thesis to describe a real-world 

system. Conceptual modeling techniques are initially used to determine the appropriate 

mathematical model. A numerical physics-based mathematical model is then applied to 

simulate the real-world system. Coupled with the numerical model, combined statistical 

and physical (assimilation) models are used to determine the appropriate, initial and 

boundary conditions, Finally, visual models are employed to present the results of the 

model package and compare the "approximation" with real-world measurements. 
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1.1.1 Environmental Modeling 

Environmental modeling encompasses the modeling of land, air, and .sea interactions. In 

addition to traditional forecasting and hindcasting abilities, environmental models are 

also used to explain complex processes within the modeled environment. Essential in the 

design of both complicated and simple systems, environmental modeling provides the 
,~> 

ability to determine the dynamic response of a system to real-world external forces 

(SNAME, 1989). Real-world environment models coupled with a model that accurately 

represents an engineered system, such as a ship or floating crane, often results in a high 

fidelity model of the system operating in the real-world. This coupled modeling approach 

is especially important in arenas where it is either difficult or impossible to test the 

response· of an engineered system in its operating environment, such as underwater 

vehicles operating in the dynamic coastal environment (Brutzman, 1994). Therefore, it is 

essential that the ocean environment be accurately modeled to provide a "realistic" virtual 

environment to test newly designed or altered ocean systems. 

1.2 Related Work 

The exponential growth of computer power is rapidly launching the new field of 

computational science; multidisciplinary research teams are beginning to develop large-

scale predictive simulations of highly complex technical problems (Post and Votta, 

2005). As an example, today's computational power has provided the opportunity to 

create several high fidelity ocean models. A brief list of commercial and government 

supported ocean models include: the Princeton Ocean Model (POM),'\VA VEW ATCH II! 
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(WW3), the Estuary and Coastal Ocean Model (ECOM), Simulating WAves Nearshore 

(SWAN), and the Navy Coastal Ocean Model (NCOM). These high fidelity ocean 

circulation and wave propagation simulation packages are just a few examples of 

available 21 st century real-world environment models. 

1.2.1 The Princeton Ocean Model 

Blumberg and Mellor (1987) developed the Princeton Ocean Model, hereafter referred to 

as POM, during late 1970's and early 1980's. Initially the model was developed and 

applied to oceanographic problems in the Atmospheric and Oceanic Sciences Program of 

Princeton University, the Geophysical Fluid Dynamics Laboratory of the National, 

Oceanic and Atmospheric Administration (NOAA), and Dynalaysis of Princeton. 

Although POM initially was used as a research tool, its success has resulted in the 

formulation of various other global and coastal ocean models. POM's success is 

demonstrated by its widespread use in applications such as: research on ocean response to 

global warming and future climate change (Ezer, 2001); ocean basin circulation research 

(Ezer and Mellor, 1997); simulations of past climatic changes (Ezer, 1999); in addition to 

model and altimetry assimilation (Mellor and Ezer, 1991). 

1.2.2 The Estuary and Coastal Ocean Model 

POM has become well-known in the world of ocean modeling because ,confidence has 

been established that the predominant physics are realistically reproduced by the model. 

Building upon that success, modifications have been introduced to the model which 

emphasize the physical processes occurring in the shallower portions of the world's 
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oceans, namely the estuary and coastal ocean environment. The technical changes 

in~roduced to POM to form EeOM include (Blumberg, \996): 

• A semi-implicit method in which the barotropic pressure gradient in the 

momentum equations and the horizontal velocity divergence in the continuity 

equations are treated implicitly. 

• An option to use a z-Ievel based coordinate system containing a vertical 

coordinate which is discretized using horizontally-constant grid spacing. 

• An ability to handle flooding and drying of tidal flat regions. 

• A choice of numerical advection schemes for controlling numerical dispersion. 
l 

• A capability to simulate suspended sediment transport. 

Additionally, EeOM has been enhanced to include surface' wave models, better bottom 

shear stresses for bottom boundary layer physics, and dissolved and sediment-bound 

tracer capabilities. Although ECOM is relatively new when compared to POM, with its 

introduction in the late 1980's, the model's underlying physics, derived from the physics 

of POM, and its successful validation' in various hydrodynamic studies has driven 

confidence in ECOM to that similar of POM. A brief list of successful EeOM 

applications include: numerical simulations of internal tides (Lewis et ai., 200 I); analysis 

of harbor region hydrodynamics (Blumberg et al., \999); modeling oftransport processes 

(Blumberg et al., 1993); in addition to model and current data assimilation (Lewis et ai., 

1998). 
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1.2.3 Modeling Hawaii's Ocean Circulation 

Modeling o'cean circulation in the Hawaiian waters has received increasing attention over 

the last decade as a result of the Mamala Bay Study and the Hawaii Ocean Mixing 

Experiment. The demands of these two significant projects, in addition to others, require 

an ocean prediction system for the Hawaiian Islands. To fulfill this requirement, Lewis et 

al. (200 I) has tested and validated a three-dimensional version of ECOM around the 

island of Oahu. Moreover, studies have also been performed that focus on the interaction 

of Mamala Bay's complex current structure with the Sand Island sewage outfall plume 

(Roberts, 1999a; Roberts, 1999b; Connolly et al., 1999). 

1.3 Objective 

The objective _of this thesis is to evaluate the "realism" of a real-world coastal ocean 

model. In the past, coastal ocean models have been tuned and validated using sea level 

records, temperature and salinity data, in addition to Acoustic Doppler Current Profiler 

(ADCP) Eulerian current measurements. Although several particle tracking simulations 

using high fidelity coastal ocean models have been run, their validation has been limited 

(Tetra Tech, 2000). Therefore, the objective of this thesis, more accurately defined, is to 

evaluate the model's "realism" from the Lagrangian perspective. To accomplish this 

objective, the model calibrated by Lewis et al. (2001) will be used to virtually track 

drogues deployed near the Sand Island outfall on April 20, 2005 (Sea Engineering and 

OCEES, 2005). The model's results will then be compared with field measurements and 

observations to evaluate the "realism" of the coastal ocean model. 
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Chapter 2. Hawaii Regional Ocean Circulation 

Circulation patterns experienced in the coastal waters around Hawaii are a result of the 

Islands' unique bathymetry and tropical location in the middle of the Pacific Ocean. The 

strong currents experienced at the headlands and in the deep narrow channels between the 

Islands are features common to many island chains. The stratified waters created by the 

intense heating of the ocean by the tropical sun are characteristics common to regions 

• 
located in the tropics. Altogether, the slope and unique bathymetry of the Hawaiian . 
Islands, as they extend from the ocean surface to the abyssal sea floor, combined with the 

stratified waters provide the environment necessary to generate internal waves. 

Therefore, the resulting barotropically forced internal waves are the source of the unique 

circulation patterns found in the coastal waters of the Hawaiian Islands. 

2.1 Hawaiian Archipelago Ocean Circulation 

Circulation patterns observed in the Hawaii region can be broken down into several 

components: ~aroclinic currents, tidal currents, wind-induced currents, and wave-induced 

currents (Gerritsen, 1978). Baroclinic currents are produced by horizontal density 

gradients. Tidal currents, on the other hand, are generated by the gravitational effects of 

the sun and the moon. Although weak in the greater depths of the open ocean, tidal 

currents become significant in shallow coastal areas and account for 60 to 90 percent of 

Hawaii's total current activity (St: Denis, 1974). The effect of wind on currents is 

different for deep and shallow waters. In deep water wind generated currents demonstrate 

themselves as the Ekman drift; however, in shallow water the direction of the .wind-
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induced current is determined by both the direction of the wind and the orientation of the 

coastline. Decaying rapidly with depth, wind-induced currents are weak in the open 

ocean but may be strong in coastal areas. Additionally, all three types of wave-induced 

currents are experienced in this region: mass transport currents induced by the non-

linearity of surface waves (Stokes drift); rip currents which are directed from the coast 

seaward; and longshore currents which run parallel to the coastline in the breaker zone. A 

generalized diagram of the coastal currents around the Hawaiian Islands is shown below . 
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Figure 1: Coastal Currents around the Hawaiian Islands (Laevastu e/ al., /964) 

2.2 Mamala Bay Circulation 

'. 

·1 
j 

Mamala Bay is the embayment situated between Diamond Head on the east and Barbers 

Point on the west along the south shore of Oahu, Hawaii. Adjacent to the tourist mecca of 

Waikiki and the state's largest city and center of business, Honolulu, Mamala Bay is the 

focus of increasing public concern due to possible contamination from dredged 
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material, pesticides, waste water, and other forms of pollution. Circulation studies of this 

locally impacted marine environment p~ovide key information on the distribution and 

transport of possible contaniinants. The two recent studies of Mamala Bay's circulation 

include the Mamala Bay Study and the Hawaii Ocean Mixing Experiment. 

2.2.1 The Mamala Bay Study 

In the past, the bathing beaches of Honolulu periodically experienced bacteria levels 

above state standards (Environment Hawaii, 1995). Figure 2 shows the location of three 

major waste disposal sites in Mamala Bay (the former Pearl Harbor site, the former 

Honolulu Harbor site, and the active south Oahu site), two U.S. Army Corps of Engineers 

study sites used as part of the process for designating the south Oahu site in 1980, and a 

1972 disposal site. The offshore outfall discharges from two primary treatment plants 

were the suspected cause of the reported high bacteria levels and an investigation was 

funded to determine their contribution as well as that of urban agricultural runoff. As a 

reSult of this investigation, Connolly et at. (1999) identified two sources as primary 
I . 

contributors to contamination within Mamala Bay: the outfall from the Sand Island 

wastewater treatment plant and the Ala Wai Canal. 

9 
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Figure 2: Oahu's South Shore Offshore Oispos,,' Sites (Torreson el al., /995) 

2.2.2 The Hawaii Ocean Mixing Experiment 

The Hawaii Ocean Mixing Experiment, hereafter referred to as HOME, is a National 

Science Foundation (NSF) program to study tidally induced ocean mixing in the vicinity 

of the Hawaiian Ridge. The experiment is divided into five programs which include: 

historic data analysis, modeling, survey, in addition to far-field and near-field 

components. Data ana lysis and modeling objectives include the identification of locations 

along the ridge where barotrotic-baroclinic conversion processes are strong and where 

mixing is likely to occur. Guided by this information, the survey and observational 

program is able to conduct high resolution site specific reconnaissance to better 

understand the energy transport and mixing processes. The two major goals of HOME are 

to isolate baroclinic variability associated with the tides from a background of 

10 
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energetic processes and to extrapolate the results obtained from HOME to other regions 

of the ocean where tides are an important energy source for pelagic mixing (Luther et al., 

1999). HOME's efforts have resulted in the further gathering and analysis of data 

necessary to achieve HOME's goals and the development of ocean circulation models 

that include the effects of internal waves. 

2.2.3 Observed Ocean Circulation 

The oceanographic data relevant to this region are discussed and analyzed in detail by 

Hamilton et al. (1995). Major contributions to the currents, in both this area and 

throughout the Hawaiian Islands, come from tidal and low-frequency processes. The 

semi diurnal (M,) tide approaches Oahu from the northeast. The wave splits' east and 

west of the island, merges in Mamala Bay, and continues to propagate to the southwest. 

This results in strong currents at the headlands, Diamond Head and' Barbers Point, which 

flow in practically opposite directions; the current amplitudes gradually reduce from 

approximately 25 cmls at the headlands to zero near the midpoint between Pearl Harbor 

and Barbers Point (Figure 3). In contrast, the diurnal tides (K, and 0,) result in relatively 

uniform along-isobath flow in the bay (Figure 4). Therefore, the relative magnitudes of 

the currents that are due to both diurnal and semidiurnal tides vary"throughout the bay. At 

the headlands the currents are mainly dominated by the semidiumal tide. In the 

embayment the semidiumal tide decreases resulting in tidal currents that are mainly 

diurnal. 

\I 
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Figure 4: K, Tidal Current Ellipses (Hamilton e/al., 1995) 
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According to Hamilton et al. (1995), it is the interaction of the semidiurnal tide with the 

topography of Oahu that causes the large temperature fluctuations (internal waves) 

observed in this area. Eich et al. (2004) interpreted the opposing velocities at the 
• 

headlands and the enhanced displacements near the bay center as a standing-wave pattern 

• between non-locally generated eastward- and westward-propagating waves. As a result of 

these large vertical displacements, baroclinic currents and mixing processes are strong. 

Moreover, Alford et al. (2005) observed that the coherent processes in the eastern side of 

the bay lead those of the western side in phase, resulting in a western-propogating wave 

with a phase speed of about 1 m/s. 

The subtidal current flows are also complex. These currents typically travel along 

isobaths with their amplitudes varying throughout the bay. A jet pattern, perhaps part of 

an offshore' eddy approaching the coast, is the only explanation for their deeply 

penetrating flows (Hamilton et al., 1995). Two distinct periods are observed. During the 

first half of the year, longer-period (10- to 20-day) motions tend to dominate and the 

mean flow pattern is directed out of the bay at Barbers Point and Diamond Head; daily 

average subtidal flows have been observed to exceed 60 cmls. In summer, the mean flow 

generally reverses and shorter-period (1- to 5-day) fluctuations tend to dominate; daily 

average subtidal flows can reach magnitudes of 30 cmls. Additionaily, it appears that 

nearshore currents are more influenced by current fluctuations over the steep slope than 

by the local along-shore winds. 

13 



Chapter 3. The Ocean Circulation Model 

3.1 Model Features 

ECOM is a state-of-the-art hydrodynamic and sediment transport model which 

realistically computes water circulation, temperature and salinity, mixing, as well as 

transport, deposition and resuspension of cohesive and non-cohesive sediments 

(HydroQual, 2002). ECOM is based on the primitive equations of mass conservation, 

momentum balance, and turbulence closure. These governing equations accommodate the 

nonlinear advection of mass and momentum that is important in shallow water, turbulent 
• 

mixing induced by both wind stress and bottom friction, baroclinic currents induced by 

horizontal density gradients, and barotropic currents produced by surface slopes. 

The principal attributes of the model are as follows (Blumberg and Mellor, 1987): 

• It addresses mesoscale phenomena, which is activity characterized by 1-100 km 

length and tidal-3D day time scales commonly observed in estuaries and the 

coastal ocean. 

. 
• The prognostic variables are the two components of velocity, temperature, 

salinity, and turbulent kinetic energy. 

• Free surface elevation is also calculated prognostically with only some sacrifice in 

computational time so that tides and storm surge events can also be simulated. 

14 
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• The prognostic equations governing the thermodynamic quantities account for 

water mass variations brought about by highly time-dependent coastal 
• 

upwelling/downwelling processe's as well as horizontal advective processes. 

• It incorporates a turbulence closure model to provide a realistic parameterization. 

of the vertical mixing processes. 

• The momentum equations are nonlinear and incorporate a variable Coriolis 

.parameter. 

• It accommodates realistic coastline geometry and bottom topography. 

• The horizontal grid can be defined with a curvilinear orthogonal coordinate 
• 

system. 

HydroQual (2002) provides a detailed description of ECOM in their software primer. 

Included below is a brief summary of the governing equations, numerical methods, in 

addition tothe model's initial and boundary conditions. 

3.2 Governing Equations 

'First, the coordinate system used in ECOM should be defined. ECOM uses a right handed 

coordinate system referenced to the Mean Sea Level (MSL) with the positive z-axis 

normal to and pointing out of the undisturbed wat~r surface. Furthermore, it should also 

be noted that all times in the model are referenced to the Universal Time Zone (UTZ). 

15 
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ECOM is based on the primitive equations of motion. The continuity equation can be 

written as: 

(I) 

where V is the two-dimensional velocity vector with components (u, v) and V is the 

, 
horizontal gradient operator. With Po as the reference density, p as the in-situ density, 

g the gravitational acceleration, P the pressure, KM the vertical eddy'diffusivity of 

turbulent mixing, and j as a latitudinal variation of the Coriolis parameter, the 

Reynolds-averaged momentum equations can be written as: 

au - au I ap a ( au) -+v.Vu+w--jv=----+- KM - +F 
at az poax az az x 

av - av 1 ap a ( av) -+V·Vv+w-- ju=---+- KM - +F 
at az Poay az az Y 

ap 
pg=-­

az ., 

(2) 

(3) 

(4) 

From the above equations, F, and Fy are the horizontal mixing components in the x and 

y directions respectively. Derived from the Reynolds-averaged momentum equation in 

the vertical direction, the absolute pressure can be written as: 

p(x,y,z,t) = p.'m + gPoTJ + g r p(x,y,z',t)dz' (5) 
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where P.,m is the assumedly constant atmospheric pressure. 

The conservation equations for temperature and salinity can be written as: 

00 - 00 a [ 00] -+V·t.B+w-=- K H - +FB at oz oz oz (6) 

oS - oS a [ OS] -+V'LlS+w-=- K H - +Fs at oz oz oz (7) 

where 0 is the potential temperature (or in-situ temperature for shallow· water 

applications), S is the salinity, and KH is the vertical eddy diffusivity for turbulent 

mixing for both heat and salt. Using temperature and salinity, the density is computed 

according to an equation of state of the form: 

p=p(O,S) (8) 

given by Fofonoff (1962). All motions induced by small-scale processes not directly 

resolved by the model grid are parameterized in terms of horizontal mixing processes. 

These horizontal mixing processes are defined as: 

(9) 

F = ~[2A Ov]+~[A (au + Ov)] Y ry Mry ox M ry ox (10) 

17 
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F =~[A a(B,8)]+~[A 0(B,8)] 
e,s Ox H ax cy H cy (II) 

( 

where AM and AH are the horizontal diffusivities. 

The vertical mixing is estimated using the Mellor and Yamada second-order turbulence 

closure with extensions from Galperin et al. (Mellor and Yamada, 1982; Galperin et al., 

1988); the extension prevents the mixing length from being overestimated in the stratified 

condition. 

3.3 Numerical Scheme 

ECOM uses a semi-implicit finite difference scheme, forward in time and centered in 

space, which eliminates the CFL condition for the propagation of tides required by the 

explicit finite difference scheme. The disadvantage of this numerical scheme is its 

numerical diffusivity and energy-dissipation which could over-damp free waves (Martin 

e/ aI., 1998). However, in this modeling case the motion of interest is predominantly 

forced by tides and low-frequency processes. Although wave forces are included in this 

study, their effect in deep water is secondary when compared with other driving forces. 

3.4 Initial and Boundary Conditions 

Initial conditions, such as temperature and salinity, should be specified as accurately as 

possible. However, when "spinning-up" the model, the model's internal processes replace 

the initial conditions and a more accurate representation of the environment is obtained. 

The "spin-up" time can be shortened by specifying accurate· initial conditions; 
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nevertheless, the model still needs to be "spun-up" to reach stability and rid the initial 

transient data. 

Specification of the proper boundary conditions determines the overall success of the 

model. The boundary conditions applicable to this study include: bathymetry, tides, 

temperature and salinity, waves, and meteorological information. A brief description of 

all boundary conditions used to drive the model is provided below. 

3.4. 1 Bathymetry 

The bathymetry is' obtained from combined GEODAS and SHOALS data which is 

regridded in a curvilinear orthogonal coordinate system. The curvilinear orthogonal 

coordinate system increases the model's resolution near the coast, where complex 

hydrodynamic processes occur, and lowers the resolution near the open boundaries. 

Using a grid such as this provides the ability for the model to give an effective 

representation of the coastal ocean environment while remaining computationally 

efficient (Blumberg et al., 2000). 

GEODAS is an' interactive database management system developed by the National 

Geophysical Data Center (NGDC) for use in the assimilation, storage, and retrieval of 

geophysical data. The GEODAS software is being used with several types of data . , 
including marine trackline geophysical data, hydrographic (bathymetric) survey data, 

aeromagnetic survey data, multi beam bathymetric data, and gridded 

bathymetry/topography. The seafloor data between the latitudes 64° north and 72° south, 

which encompasses the Hawaii region, are' from the work of Smith and Sandwell 
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(1997). Derived from satellite altimetry observations combined with quality-assured 

shipboard echo-sounding measurements, this data represents the deeper areas that 

SHOALS does not accurately represent. 

Bathymetric data from the SHOALS project was obtained using airborne LIDAR 

bathymetric mapping. Airborne LIDAR bathymetric mapping, otherwise known as 

Airborne LlDAR Hydrography (ALH), uses state-of-the-art LIght Detection And 

Ranging (LIDAR) technology to rapidly and accurately measur~ seabed depths and 

topographic elevations. ALH has the ability to rapidly survey over large areas, far 

exceeding the capabilities and efficiency of traditional survey methods. Since ALH uses 

light to measure water depth, accurate results are obtained in water depths less than 2 to 3 

times the measured secchi depth. In Hawaii the'secchi depth is quite large giving ALH 

the ability to provide data up to a depth of about 40 meters. In more turbid waters the 

maximum light penetration depth is reduced which in tum decreases the maximum 

allowable ALH survey depth. SHOALS provides high resolution data to represent the 

areas of the coastal ocean that are not accurately represented by GEODAS data. 

3.4.2 Tides 

The tidal boundary conditions are obtained from the TPX06 global inverse tide model 

(Egbert, 1997; Egbert and Erofeeva, 2002). The tidal elevation boundary conditions are 

not taken directly from the TPX06 tide model, due to its coarse resolution, but are 

obtained from the results of a two-dimensional barotropic ECOM simulation. This 

simulation is run for the entire Hawaii region using the model developed for the first 
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layer of the work completed by Lewis et al. (2001). 

TPX06 is a medium resolution, 1/4 ° x 1/40, global inverse tide model whose domain 

, 
includes ocean cavities under floating ice shelves. The principal assimilated data set is 

TOPEX/Poseidon satellite radar altimetry between +1_66° latitude (Egbert et al., 1994). , , 

However, the model also includes patches for various "coastal" oceans, including the 

Antarctic (Podman and Erofeeva, 2004). TPX06 is one of the most accurate global tidal 

solutions, particularly for high latitudes, since it utilizes recent Antarctic grounding line 

information and Antarctic and Arctic tide height data., 

3.4.3 Temperature and Salinity 

The temperature and salinity open boundary conditions are obtained from the Modular 

Ocean Data Assimilation System (MODAS). This assimilation model provides ECOM 

with the most accurate description of the water column's properties along the open 

boundary. MODAS is a variable resolution, from 10xl0 in the open ocean to I/8°xI/8° 

near the coast, global model that creates an analysis of the three-dimensional temperature 

and salinity structure in the ocean through the combination of satellite and in-situ data 

(Fox e/ al., 2001). This combination of data results in a "dynamic climatology", one of 

the most significant components of MODAS. Conventionally, the historical data are 

condensed into an average profile. However, information s~ch as surface temperature and 

dynamic height can be remotely extracted and correlated to variations in the subsurface 

temperature. Salinity can then be estimated from derived relationships of temperature at 

each depth. The resulting dynamic climatology starts with a simple mean profile of 
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temperature and salinity which IS then corrected using height and temperature 

measurements from space-borne satellites. Since the model IS based on a tuned 

climatology, transient features such as mesoscale eddies and internal waves will most 

likely be missed by the model. 

3.4.4 Waves 

Wave information, such as significant wave height and direction, are"used as the surface 

boundary condition. To obtain realistic estimates of the necessary wave information for a 

given bathymetry, wind field, water level, and open boundary wave field, the numerical 

wave model SWAN (Simulating WAves Nearshore) is used. This SWAN model is a 

third-generation stand-alone (phase-averaged) wave model for the simulation of waves in 

waters of deep, intermediate, and finite depth (Ris, 1997; Booij et al., \999). SWAN is 

also suitable for use as a wave hindcast and forecast model. Since SWAN is a nearshore 

wave model, and not a global wave model, it requires input from a global wave model so 

that swell, combined with local wind waves, can be accurately modeled in the nearshore 

environment. SW AN obtains its open boundary conditions from the global wave model 

WA VEWATCH III (WW3) (Tolman, 2002; Vandemark et aI., 2002). 

3.4.5 Meteorologicallnformation 

• Meteorological information, such as atmospheric pressure, wind velocities, and surface 

heat fluxes is obtained from NOAA's National Centers for Environmental Prediction 

(NCEP). The NCEP acquires its meteorological information from their Regional Spectral 

Model (RSM) and provides a 48 hour atmospheric forecast with a \ 0 km spatial 
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resolution (Wang et al., 1998). The RSM physics include: short- and longwave radiation 

with diurnal variation, radiation-cloud interaction, a surface layer with planetary 

boundary layer physics, gravity wave drag, simplified Arakawa-Schubert convective 

parameterization scheme, shallow convection, large-scale precipitation, and some 

hydrological processes (Kanamitsu, 1989). 
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Chapter 4. Field Measurements 

4.1 The Experiment 

On April 20, 2005 four drogues were deployed and twelve CTD (Conductivity 

Temperature Depth) casts were conducted near the Sand Island outfall (Sea Engineering 

and OCEES, 2005). Continuing the work of Kincaid (2005), the drogues were all 

deployed to monitor the Lagrangian currents and track the generated plume. Of the four 

drogues deployed, two of these were intelligent drifters and two were "window curtain" 

drogues. The two intelligent drifters used were an Autonomous Profiling Vehicle (APV) 

and an Autonomous Profiling Equipment Carrier (APEC). These devices are similar in 

operation in that they perform a specific programmed mission. The mission tasks are 

determined by preset information such as variables to sample" sampling rate, mission 

duration, and mission type; mission types range from a bottom bounce type trajectory to 

freely drifting. Furthermore, while these Autonomous Profiling Units (APUs) drift they 

have the ability to collect temperature, salinity, and depth information. 

The APUs were programmed to descend to the approximate depth of the known plume, 

for the APEC, and to the density associated with the plume, for the APV. After reaching 

their working depth, the APUs became neutrally buoyant and freely drifted until 

recovery. While drifting, the APUs collected temperature, salinity, and depth information 

at preset sampling frequencies. In addition to the sampled data, CTD casts were also 

performed at various locations along the traveled paths. The "window curtain" drogues, 

Curtain! and Curtain2, drifted at preset depths of 50 and 55 meters respectively. 
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4.2 The Results 

The "window curtain" trajectories, shown in fi gure 5, represent the simplest of 

trajectories observed in this study due to their two-dimensional nature. The trajectories 

corresponding to Curtain I and Curtain2 are shown in blue and red . Figures 6 and 7 depict 

the APU horizontal and vertical trajectories respectively, the red represents the APV and 

the blue represents the APEC. It should be noted that the marked locations in fi gures 5 

and 6 display the days past January I, 2005 referenced to the Universa l Time Zone 

(UTZ). Details on the unmarked APU and "window curtain" trajectory locations, as well 

as the marked, can be found in Appendices A thru D. 
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Figure 8: Honolulu Harbor Measured W:lter Level 

It is interesting to note that the APUs both experience tidally driven elliptical trajectories. 

This fact is demonstrated using figures 6 and 8. Figure 8 represents the water levels 

measured at the nearby Honolulu Harbor tide station, shown in figures 5 and 6, during the 

entire day of April 20, 2005 in Hawaiian Standard Time (HST) referenced to the Mean 

Sea Level (MSL). The abscissa of figure 8 represents the days past January I, 2005 UTZ. 

Comparing the two-dimensional trajectories with the measured water levels provides a 

graphic representation of the previously described tidally driven circulation pattern of this 

area. On flood tide the APUs drifted toward Barbers Point and on ebb tide the direction 

reversed and the APUs drifted toward Diamond Head; furthermore, the current speeds 

range from 12 to 50 cm/s during mid-tide. It is also interesting to note that as the tide 

neared slack, the velocities of the APUs decreased which further demonstrates the 

significant impact tides have on currents in the Hawaii region. 
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On a more realistic side, the "window curtain" trajectories, shown in figure 5, capture the 

randomness associated with the nearshore currents of this region. Although the 

trajectories of Curtain I and Curtain2 are influenced by the tide, they both experience 

deviations from their tidally driven ell iptical trajectories. These deviations can possibly 

be attributed to their coupling with the surface; however, the complex dynamics 

associated with the regions nearshore flow is a more reasonable explanation. The model 

results, described in the next section, will be used to qualitatively explain these deviations 

as well as the seemingly more predictable trajectories of the APUs. Moreover, the 

collected CTD data wi ll be presented and statistically compared with the model results to 

determine the "realism" of this coastal ocean model. 

28 



Chapter 5. Model Evaluation 

5.1 Model Preparation 

Using a curvilinear orthogonal coordinate system, the model grid spacing, shown below 

in figure 9, was set at 2-3 km around the open boundaries to roughly 1-2 km around the 

shoreline of Oahu. Furthermore, the model domain extends from approximately 20° to 

23° north latitude and 156.5° to 159.5° west longitude. The domain extends wel l beyond 

the coast of Oahu to ensure that locally generated internal wave processes are accurately 

modeled. Lastly, the model was "spun-up" from April I st at 1000 GMT to Apri l 20 th at 

1800 GMT before employ ing the model 's particle tracking feature . 
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Figure 9: Curvilinear Orthogonal Model Grid for Oahu, Hawaii 
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Figure to : Field Study Domain and Grid Spacing 

The particle tracking featu re was engaged on April 201h at 1800 GMT, or 8:00 A.M. HST. 

The conservative tracer, or particle tracking feature, was emitted into the water co lumn 

by the virtual di ffuser for one hour, between 1800 GMT and 1900 GMT. Figure 10 shows 

both the model grid spacing near the study area, designated by the red box, and the 

location of the virtual diffuser relative to the deployed drogues and field casts, shown as 

the heavy red dot between FC2 and FC3. The location of the virtual diffuser was taken as 

the grid cell and layer at which the drogues were located nearest 1800 GMT; the depth 

associated wi th thi s position in the model grid is 362.23 meters. Although the average 

depth of the drogues at this time is at the lower end of layer 9, figure 7 shows that the 

APV was only in layer 9 for a limited duration giv ing reason enough to use layer 8 as the 

location of the virtual diffuser between 1800 and 1900 GMT. 

30 



The temperature and salinity of the tracer discharge were obtained from CTD field cast 2 

due to its proximity to the drogues at 1757 GMT (CTD field cast details can be found in 

Appendix E). The temperature and sa linity val ues, 24.59° C and 34.92 PPT respectively, 

were taken as the average values in layer 8, between 60 and 80 meters, on the descent of 

CTD field cast 2. The concentration of the tracer was set to 1000 PPM with a 0.1 m'/s 

influx for the hour of tracer discharge. In order to attain this desired inflow for the entire 

hour, the inflow was linearly ramped up from 0 m'/s to 0.1 m' /s between 1754 GMT and 

1800 GMT. Conversely, the inflow was linearly ramped down from 0. 1 m'/s and 0 m'/s 

between 1900 GMT and 1906 GMT. 

Table I : Drifter Informatioll 

Drifter Time [GMT] Longitude [E] Latitude [N] Depth [m] 

APEC 1816 -157.8931 21 .2766 76.6110 
APV 1818 -157.8926 21 .2757 83.6535 
Average 1817 -157.8928 21 .2761 80.1322 

5.2 Model Results 

The model results, shown in red, are compared with the collected field data, shown in 

blue, to determine the model 's capabilities and limitations. The variables of interest to 

this study include: water leve l, temperature and salinity (sound speed), current ve loc ities, 

and conservative tracer concentrations. The model output values are taken as the hourly 

averages for each grid cell. The output time domain extends from April 20th at 1000 

GMT to April 21 st at 1000 GMT (or the entire 20th day of April referenced to HST). 
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5.2.1 Water Level 

The water levels predicted by the model are compared with the water levels measured by 

the Honolulu Harbor tide station. The Honolulu Harbor tide station, station number 

1612340 of NOAA's National Water Leve l Observation Network (NWLON), was used 

due to its proximity to the locat ion of the deployed drifters. The tide station, with 

geographical coord inates of 21.3067° Nand 157.8667° W, sits directly next to the coast 

in Honolulu Harbor where the resolution of the model is poor. Nevertheless, the hourly 

measured heights in meters, with respect to the mean sea level (MSL), are compared with 

the water levels computed by the model, shown below in figure II . 
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Figure 11: Honolulu Harbor Tide Comparison 
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As seen in figure II, the simulated water levels compare favorably with measured water 

levels. This statement is clearly evident when looking at the statistical comparisons 

shown below in table 2. The trend of the approximated water leve ls almost perfectly 

matches that of the measured water levels, made apparent by both the graphica l and 

statistical (correlation coefficient) comparisons. Furthermore, the average error is 

minimal, less than 5 centimeters. An animation of the simulated water levels in Mamala 

Bay for the period of study, named tide.avi, is included in the accompanying compact 

disc. 

Table 2: Wa ter Level Correlation and Average Error 

Correlation Coefficient Average Error [mJ 

0.9908 0.0425 

5.2.2 Temperature and Salinity 

The temperature and salinity profiles measured during the descent of each of the twelve 

CTD casts are graphically compared with the corresponding profiles predicted by the 

model , shown in Appendix E. The sound speed profiles, shown with their representative 

temperature and sa linity profiles, were computed using the 1983 UNESCO polynomial 

given by Fofonoff and Mi ll ard (1983). The descent data in each profi le was filtered using 

a median filter with a 5 point crossing window. The filtered data was then bin averaged 

using bins corresponding to each of the mode l's depth layers. Statistical descriptions of 

the data, such as corre lation coefficients and average errors, were then computed using 

this bin averaged filtered data and are shown in Appendix F. 
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To help draw conclusions about the model's capabilities, all fil tered data has been 

combined to create a single measured profile. This tech nique is feasib le since all CTD 

casts have been performed within approximate ly 2 km of each other (roughly the spatial 

resolution of the model) over a period of less than 12 hours. This combined dataset was 

then bin averaged for each of the model's layers and an average deviation for that bin was 

obtained. This process was repeated for the results obtained from the model. With a 95% 

confidence interval, figure 12 shows the upper and lower bounds of the measured and 

predicted statistical profiles for the combined datasets. 

It can be seen from the above figure that the model underpredicts the measured profiles 

for temperature, salinity, and sound speed. However, the model does realistically capture 

the variability of these properties as they exist below the ocean's upper layer. The 
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variability of both the model results and the measured data between 40 and 90 meters 

imply structural deviations between casts, which can possibly be attributed to strong 

mixing processes. The minimal spread in both the measured data and model results 

between 40 meters and below the upper layer of the water column imply stability. 

Interestingly, the major discrepancy between the measured data and the model's results is 

in the upper layer of the water column. The variability of the model in this surface layer 

is minimal, however, the measured data, especially the salinity data, experiences large 

deviations in this layer. These large deviations in the. measured results can possibly be 

attributed to the strong stratification of the water column. 

The table below statistically compares the combined measured and modeled results. It is 

noticed that only the temperature profile simulated by the model favorably agrees with 

measured results throughout the sampled water column. The descriptive capabilities of 

the model near the surface for salinity and sound speed are poor. However, when 

companng the data outside the upper layer of the water column, all properties 

approximated by the model favorably agree with the measured properties. Therefore, the 

model realistically describes environmental properties below the surface layer, or below 2 

meters. 

Table 3 : Combined Field Cast Statistics 

Includes Layer 1 Without Laver 1 
Correlation Average Correlation Average 
Coefficient Error Coefficient Error 

\ Temperature 0.9936 0.1023 0.9946 0.0963 
Salinity 0.2643 1.6131 0.9943 0.0424 
Sound Speed 0.1658 1.8615 0.9811 0.1911 
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5.2.3 Eulerian Circulation 

The mode led circulation of Mamala Bay is qualitative ly compared with documented 

observations. Animations of the modeled currents for layers 7 and 8 are presented in 

currents.avi. First, a general picture of the overall circul ati on is analyzed to determine 

apparent validi ty of the model. Then, since the primary dri ving forces of the currents in 

the bay are due to ti dal and low frequency processes, the tida l current ell ipses 

approx imated by the model are compared with observations made in th is area. Following 

these compari sons, the density structure of Mamala Bay, specifica lly the isopycnals near 

the mouth of Pearl Harbor, is examined to determine if the model captures the strong 

mixing and baroclinic currents observed in the area. 

Figure 13 : Mamala Bay Current Structure 
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Figure 13 shows the current structure in Mamala Bay both at the surface (between 0 and 

2 meters) and at depth (between 60 and 80 meters). It should first be noted that the model 

reveals a significant difference between currents at the surface and currents at depth. 

Because the model simulates significant currents at depth, and the flow in the bay is 

dominated by low frequency processes, this slight decay of current amplitude with depth 

is most likely due to the rapid decay of the wind generated current with depth. Being the 

first half of the year, the model also agrees with observations stating that the mean flow is 

directed out of the bay at both Diamond Head and Barbers Point. Moreover, the model 

reali stically captures the strong currents experienced at Diamond Head and the western­

propagating flow in the bay. 

The incredibly strong and deeply penetrating current amplitudes seen in the model results 

near Diamond Head have also been observed in the field by Hamilton el al.(1995). This 

phenomenon is possible considering a western propagating subtidal flow with amplitude 

exceeding 60 cm/s. Constructive interference of these strong subtidal currents with strong 

tidal currents could result in the current amplitudes exceeding 100 cm/s. Current flow 

tidal dependencies are examined to determine the feasibility of this explanation. 

Figure 14 depicts both flood and ebb tide events and is used to demonstrate the strong 

coupling between coastal currents and tidal phase. During flood tide, shown in the upper 

plot, the current amplitudes near Diamond Head are significantly stronger than they are 

during ebb tide. This tidal signature is further investigated using tidal decomposition 

(Pawlowicz el al. , 2002). 
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Figure 14 : Flood and Ebb Currents 

With a 95% confidence interval, figure 15 depicts the modeled M2 tidal current ellipses 

and their representative phases, shown by the black line in the center of the ellipse. The 

locations and properties of these current ellipses can be found in Appendix G. The red 

ellipses represent clockwise rotation , while the blue signify counterclockwise rotation. 

The K I tidal current ellipses have not been computed due to the model ' s limited run 

duration. Also, since these tidal current ellipses are calculated using data for only one 

day, the magnitudes and directions depicted have large associated errors, shown in 

Appendix G. However, these current ellipses do show the tidal current flow in the bay for 

the day of interest. 
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Figure 15 : M2 Tid.1 Current Ellipses 

It can clearly be seen that the model results favorably agree with observations made by 

Hamilton e/ at. ( 1995). First, and most noticeably, the tidal current amplitudes are largest 

near the headlands, exceeding 10 cm/s, and decrease toward the bay center, with 

amplitudes less than I cm/s. As a result, the strong currents near Diamond Head can only 

be explained by intense subtidal flows exceeding 90 cm/s; thi s is a possibility since 60 

cmls daily average subtidal fl ows have been observed in this region of small spatial scale 

variability. Additionally, the phases of the tidal currents in the eastern part of the bay lead 

those of the western by nearly 180°. This phase lead is another contributor to the western-

propagating flow in the bay. Moreover, the oppositions in phase a lso suggest that the 

model captures the opposing tidal currents observed at Diamond Head and Barbers Point. 
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Figure 16 : Mamal. Bay Density Structure Longitudinal Slice 

The mean offshore flow in the bay between Pearl Harbor and Barbers Point can partially 

be attributed to the M2 barotropic current, shown in figure 15. However, since the overall 

mean flow at this point, and outside the mouth of Pearl Harbor, is significant at all times 

(see figure 13), there must be another major component contributing to the current other 

than tides (too deep for wind and waves). When looking at a longitudinal slice of the 

bay' s density structure, considerable mixing and horizontal density gradients are noticed, 

shown in figure 16 (see density.avi in the accompanying compact disc for the 

animation). These horizontal density gradients result in barocJinic flow; the observed 

baroclinic currents in the bay at this location are strong (as much as 0.5 m/s), often 

several times in excess of the depth-averaged flow (Alford et ai., 2005). Therefore, the 

model also demonstrates its ability to capture mixing and the significant impact 

barocJinic currents have on the overall current structure in Mamala Bay. 
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5.2.4 Lagrangian Circulation 

A conservative tracer has been chosen as the numerical tool used to virtually track the 

deployed drogues. This feature is not meant to track the drogues or look at theie 

individual trajectories, rather it is used to provide a statistical representation of where the 

drogues could possibly travel to in this chaotic coastal ocean environment. Figure 17 

shows the modeled tracer concenirations in layer 8, between the depths of 60 and 80 

meters, at two different times. The domain encompassing the study area used for the 

deployed drogues is boxed in red and the location of the virtual diffuser is shown as the 

red dot. The upper plot in figure 17 shows the tracer leaving the virtual diffuser in a 

plume with all particles traveling as a group, since this plume is one solid body. Then, 

looking at the bottom plot in figure 17, it is noticed that the plume that once traveled as a 

solid body has now broken into several. This is a result of different particles being 

trapped or swept away by different circulation patterns. The group near the study area 

most likely is experiencing barotropic elliptical currents, due to their relatively stagnant 

position. Conversely, the group, or plume, traveling offshore is most likely experiencing 

the strong baroclinic currents produced by the model and observed in this area. 

Therefore, the model proves its ability to realistically capture the chaotic horizontal 

processes observed in the coastal ocean environment. 
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Figure 17 : Virtual Particle Tracking Horizontal Scenarios 

Interestingly, it was found that the vi rtual tracer emitted into the model's e ighth layer had 

a density less than that predicted by the model fo r that layer. Using the algorithms 

developed by Fofonoff and Millard (1983), the density of the virtual tracer was fo und to 

be 1023.7 kg/m' and the density associated with the model at the time and location of 

tracer release was found to be 1024.3; therefore, the tracer is expected to ascend through 

the virtual water column. Furthermore, the density of the tracer at this time and location 

is denser than the density associated with layer 6. As a result, the tracer is expected to 

initially trave l, in the vertical direction, between the eighth and seventh layers. After this 

initial dispersal , turbulent motion in the vertica l direction is expected, especia lly in th is 

region of intense mi xing. Figure 18 is used to demonstrate the model ' s ab ili ty to 

rea li stically describe Lagrangian vertical motion. It can be seen that the tracer does not 
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just ascend through the water column, but that it travels between layers due to turbulence 

and diffusion. Therefore, the model also demonstrates its ability to realistically simulate 

turbulent and diffusive processes between model layers. 

Figure 18 : Virtual Particle Tracking Vertical Scenarios 

Although the virtual tracer does not stay in the study area, it does realistically propagate 

throughout the bay. The complex dynamics associated with this environment result in 

chaotic motions. This chaos is made evident when the virtual plume separates into several 

plumes rather than traveling as a whole. Even if additiona l drogues were deployed in the 

same area, their trajectories would differ from the trajectories previously described. 

Animation of the tracer's trajectories for layers 7 and 8 can be viewed in traccr.avi. 
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The trajectories of the deployed drogues are no more representative of the actual 

Lagrangian currents than the results obtained from the model. There are_errors and 

uncertainties associated with the drogues just as there are with the model. All deployed 

drogues were connected to a surface float for tracking purposes. Significant drag on a 

surface float can result in current measurement error; the window curtain drogues would 

experience currents at shallower depths than expected and the APUs would appear to 

ascend through the water column. This is only one error associated with the coupling 

between the drogues and the surface float. The actual dynamics of the drogue trajectories 

are even more complex; water particles that supposedly travel with the drogue can slip 

past and not travel with the drogue for the entirety of the study. 

To further validate the Lagrangiancapabilities of the model, 'concentration measurements 

should be taken and compared with the results of a conservative tracer simuiation. Using 

a conservative tracer, such as sulfur hexafluoride (SF6), would prove beneficial in 

gathering the necessary Lagrangian data to form statistical conclusions. Moreover, since 

a tracer would better follow individual particles, the results would provide additional 

information on the complex current structure experienced in the bay. 
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Chapter 6. Conclusions 

A state-of-the-art coastal ocean model has been evaluated for the island of Oahu, Hawaii. 

The model's capabilities and limitations have been determined. The Eulerian results, such 

as water levels and vertical profiles, were first quantitatively compared with field 

measurements. Then the current structure simulated by the model was qualitatively 

compared with the known current structure of Mamala Bay. Finally, the results of a 

conservative tracer simulation were qualitatively analyzed and compared with field 

measurements to determine the model's Lagrangian capabilities. 

The model has' demonstrated its ability to realistically describe the coastal ocean 

environment. It has been able to realistically simulate water levels observed in the bay, 

with a correlation coefficient above 0.99 and an average error less than 5 cm. Limitations • 

have been observed in the model's ability to simulate the vertical structure of the water 

column. However, the model does realistically capture th~ vertical structure of the water 

column below the surface layer. Average errors decreased by an order of magnitude when . ,.,. 

not including the surface layer in the analysis; the associated correlation coefficients also 

significantly improved, increasing from as low as 0.1658 to 0.9811. Major contributors to 

ocean currents in this area, such as tidal and low-frequency processes, have been 

realistically reproduced by the model; tidal, subtidal, and baroclinic currents simulated by 

the model favorably agree with observations. Moreover, the Lagrangian capabilities have 

realistically demonstrated t,he complexity and chaotic nature of the coastal ocean 

environment. 
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Although the model does not have the capability to predict, it has demonstrated its ability 

to create a "realistic" virtual ocean environment. Features observed in the simulation 

represent possibilities that could occur in the real ocean environment. The model does not 

provide the ability to say that the current near Diamond Head will be flowing in the east­

northeast direction with a magnitude of20 cmls at 2:00 p.m. on Monday, November 28th
; 

however, it does provide information necessary to know that relatively strong and tidally 

dependant currents are common near Diamond Head. This capability ofthe model should 

be useful to the ocean community in planning operations, conducting virtual training 

exercises, and performing post mission analysis of at sea operations. 

This evaluation demonstrates the feasibility of creating a "realistic" virtual ocean 

environment. This is, an incredible capability that will prove itself immediately useful to 

the autonomous underwater vehicle (AUV) community. Two significant barriers that 

presently exist in the autonomous operation of undersea robots are power and control 

(Office of Naval Reserch, 2004). Power provides the vehicles with the ability to operate 

while control facilitates coordinated operations. The combination and efficient use of 

these necessary components will further increase the mission capabilities of AUVs. 

The creation of a "realistic" virtual ocean environment will provide AUV researchers 

with the ocean on their desktop. This will facilitate the realistic and cost effective test of 

advanced control algorithms. Historically AUV simulation environments assume current 

velocities and vertical profiles are statistically identical at all locations, resulting in an 

isotropic representation (Fossen, 2002). For example, the ocean current used in the 

Distributed Virtual Environment Collaborative Simulator for Underwater 
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Robots contains no turbulence and no curl (Choi et al., 2000). This isotropic model 

representation of the ocean environment is very simple'and is not valid in regions where 

the water column is highly stratified with variable bathymetry, such as the Hawaiian 

Islands. 

Our coastal environment is highly dynamic. When operating AUVs in this environment, 

the simulation used to validate the design or mission plan should model the ext~mal 

disturbances accurately (Bruzzone et al., 2001). During the course of a single mission, an 

AUV may experience a variety of environmental conditions such as highly stratified 

waters, light and variable direction currents, strong and persistent uni-directional 

currents, among others. Having an idea of these environmental conditions a priori will 

provide the information necessary to create optimal A UV sortie plans. Therefore, this 

evaluation confirms that a "realistic" virtual environment for autonomous underwater 

vehicles is feasible. 
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Appendix A : APEC Location Data 

UTZ [day] Longitude [E] Latitude [N] Depth [m] 

110.6646 ·157.90359 21.27868 0 
110.6764 ·157.90232 21.27832 0 
110.6771 ·157.90164 21.27851 0 
110.7257 ·157.89347 21.27698 0 
110.7611 ·157.89311 21.27664 76.6111 
110.7889 ·157.89399 21.27601 72.5617 
110.8097 ·157.89545 21.27553 69.5390 
110.8361 ·157.89882 21.27478 62.4423 
110.8472 ·157.90087 21.27467 59.4601 
110.8688 ·157.90569 21.27504 57.3139 
110.8882 ·157.91152 21.27548 55.1204 
110.9139 ·157.91767 21.27643 59.0533 
110.9396 ·157.92242 21.27757 43.9773 
110.9576 ·157.92540 21.27847 43.9941 
110.9799 ·157.92800 21.27873 41.9072 
111.0097 ·157.93133 21.27972 43.0681 
111.0319 ·157.93319 21.27966 44.3988 
111.0472 ·157.93387 21.27930 45.3593 
111.0660 ·157.93468 21.27870 46.2507 
111.0806 ·157.93482 21.27860 38.1945 
111.0965 ·157.93464 21.27778 46.7453 
111.1250 ·157.93304 21.27623 47.1826 
111.1542 ·157.92886 21.27474 0 

Table 4 : APEC Location Data 
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Appendix B : APVLocation Data 

UTZ [day] . Longitude [E] Latitude [N] Depth 1m] 

110.7069 , -157.89497 21.27657 0 
110.7625 -157.89264 21.27572 83.6535 
110.7882 -157.89205 21.27605 83.5203 
110.8083 -157.89253 21.27670 86.3998 
110.8292 -157.89355 21.27694 74.1560 
110.8451 -157.89562 21.27734 68.6703 
110.8715 -157.90033 21.27813 72.4205 
110.8861 -157.90352 21.27855 63.4383 
110.9007 "157.90734 21.27925 68.2893 
110.9257 -157.91220 21.27967 73.2853 
110.9347 -157.91364 21.27984 71.5755 
1109632 -157.91782 21.28082 640040 
110.9924 -157.92223 21.28216 57.7305 
111.0056 -157.92409 21.28277 64.1510 
111.0208 -157.92601 21.28324 63.9724 
111.0299 -157.92687 21.28360 66.7315 
111.0507 -157.92838 21.28385 52.9437 
111.0625 -157.92912 21.28399 57.2853 
111.0640 -157.92966 21.28377 37.0898 
111.1063 -157.92870 21.28346 38.6979 
111.1188 -157.92788 21.28310 36.4344 
111.1333 -157.92669 21.28222 41.1510 
111.1500 -157.92454 21.28126 38.1323 
111.1708 -157.92020 21.27982 37.1461 
111.1868 -157.91739 21.27915 43.8914 
111.2104 -157.91449 21.27823 0 

Table 5 : APV Location Data 
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Appendix C : Curtain1 Location Data 

UTZ [day] Longitude IE] Latitude IN] 

110.8132 -157.89606 21.27505 
110.8354 -157.89849 21.27509 
110.9132 -157.91713 21.27762 
110.9410 -157.92172 21.27955 
110.9597 -157.92425 21.28100 
110.9757 -157.92599 21.28187 
110.9799 -157.92800 21.27873 

, 111.0326 -157.93328 21.28024 
111.0486 -157.93392 21.28045 
111.0653 -157.93446 21.28055 
111.0986 -157.93437 21.28086 
111.1306 -157.93264 21.28022 
111.1674 -157.92561 21.27970 

Table 6 : Curtain I Location Data 
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Appendix D : Curtain2 Location Data 

UTZ [day] Longitude [E] Latitud e [N] 

110.8083 -157.89225 2127622 
110.8278 -157.89341 2127564 
110.9028 -157.91005 21.27675 
110.9382 -157.91667 21.27836 
110.9951 -157.92071 21.28255 
111.0215 -157.92516 21.28297 
111.0528 -157.92664 21.28315 
111.0903 -157.92572 21.28294 
111.0931 -157.92955 21.28326 
111.1076 -157.92865 21.28285 
111.1181 -157.92804 2128241 
111.1326 -157.92644 21.28147 
111.1507 -157.92330 21.28044 
111.1722 -157.91858 21.27930 
111.1951 -157.91415 21.27850 

Table 7 : Curtain2 Location Data 

'. 

.~ 
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Appendix E : Eulerian Field Data Location Information 

Location Longitude IE] Latitude INI Julian Day lUTZ] 

Honolulu Harbor -157.8667 21.3067 -
FC1 -157.8955 21.2784 110.6861 
FC2 -157.8938 21.2760 110.7479 
FC3 -157.8913 21.2756 110.7833 
FC4 -157.8947 21.2753 110.8236 
FC5 -157.9018 21.2750 110.8521 
FC6 -157.9130 21.2752 110.8938 
FC7 -157.9134 21.2792 110.9299 
FC8 -157.9286 21.2782 110.9861 
FC9 -157.9257 21.2828 111.0243 
FC10 -157.9292 21.2829 1110583 
FCll -157.9293 21.2815 111.1146 
FC12 -157.9248 21.2815 111.1486 

Table 8 : Eulerian Field Data Location Information 

.. 
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Appendix E: Field Cast Data Comparisons 
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Figure 19 : Field Cast 1 Data Com parison 
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Figure 20 : Field Cast 2 Data Comparison 
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Figure 21 : Field Cast 3 Data Comparison 
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Figure 22 : Field Cast 4 Data Comparison 
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Figure 23 : Field Cast 5 Data Comparison 
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Figure 24 : Field Cast 6 Data Comparison 
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Figure 26 : Field Cast 8 Data Comparison 
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Figure 27 : Field Cast 9 Data Comparison 
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Figure 28 : Field Cast 10 Data Comparison 
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Figure 30 : Field Cast 12 Data Comparison 
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Appendix F: Field Cast Statistics 

Includes Layer 1 Without Layer 1 
Correlation Average Correlation Average 

Field Cast Coefficient Error Coefficient Error 

1 0.9905 0.1798 0.9907 0.1924 
2 0.9492 0.1866 0.9560 0.1930 
3 0.9583 0.1731 0.9588 0.1759 
4 0.9894 0.1476 0.9896 0.1487 
5 0.9824 0.2428 0'.9824 0.2428 
6 0.9782 0.1460 0.9766 0.1552 
7 0.9922 0.2529 0.9923 0.2648 
8 0.9778 0.4037 0.9792 0.3985 
9 0.9766 0.2286 0.9797 0.2188 

10 0.9680 0.1593 0.9740 0.1616 
11 0.9703 0.1642 0.9756 0.1700 

12 0.9530 0.2115 0.9583 0.2220 

Average 0.9738 0.2080 0.9761 0.2120 

Table 9 : Temperature Statistics 

Includes Layer 1 Without Layer 1 
Correlation Average Correlation Average 

Field Cast Coefficient Error Coefficient Error 

1 0.4138 0.1295 0.6525 0.0372 
2 0.3055 0.0477 0.8199 0.0431 
3 0.4643 0.Q768 0.9391 0.0696 
4 0.4814 0.0772 0.7140 0.0655 
5 0.9079 0.0468 0.9079 0.0468 
6 0.2996 1.1539 0.9716 0.0309 
7 0.2514 1.8507 0.9852 0.0568 
8 0.2909 2.8934 0.9363 0.0697 
9 0.2358 2.8741 0.8744 0.0606 

10 0.2338 4.8753 0.9911 0.0224 
11 0.2602 1.4937 0.9918 0.0207 

12 0.2487 2.2950 0.9446 0.0283 

Average 0.3661 1.4845 0.8940 0.0460 

Table 10 : Salinity Statistics 
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Includes Layer 1 Without Layer 1 
Correlation Average Correlation Average 

Field Cast Coefficient Error Coefficient Error 

1 0.9477 0.4535 0.9461 0.4836 
2 -0.2002 0.4307 -0.3334 0.4336 
3 0.8401 0.4019 0.8676 0.3891 
4 0.9682 0.2898 0.9691 0.3006 
5 0.9510 0.5593 0.9510 0.5593 
6 0.5486 1.3242 0.9561 0.3628 
7 0.0998 2.1873 0.9627 0.6033 
8 -0.2273 3.5978 0.7409 0.9044 
9 -0.1893 3.3686 0.8469 0.4637 

10 -0.1988 5.3813 0.9458 0.4352 
11 0.1887 1.7500 0.9412 0.4539 

12 0.1056 2.6225 0.9101 0.5417 

Average 0.3195 1.8639 0.8087 0.4942 

Table 11 : Sound Speed Statistics 
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Appendix G : Tidal Current Information 

~ 

Location Latitude [N) Longitude [E) Depth [m) 

A2 21.281 -158.11 67 
A4 21.247 -158.11 505 
82 21.284 -158.02 78 
83 21.269 -158.02 250 
D2 21.280 -157.89 77 
03 21.272 -157.90 249 
E2 21.241 -157.81 82 
E4 21.221 -157.81 496 

F3 21.242 -158.06 • 320 

Table 12 : Tidal Current Locations 

Location Major Axis [em/s1 Minor Axis [em/s) Inclination [deg) Phase [degj 

A2 1.4437 +/-1.144 -0.9712 +/-1.319 160.25 +/- 96.89 273.85 +/- 90.49 
A4 0.2793 +/- 0.089 -0.1859 +/- 0.085 108.01 +/- 45.90 202.16 +/- 46.89 
82 1.5258 +/- 0.548 -0.7435 +/- 0.586 28.842 +/- 35.44 17.148 +/- 31.68 
83 3.2972 +/- 0.249 0.0162 +/- 0.214 58.618 +/- 3.708 246.92 +/- 4.717 
02 2.5166 +/- 0.919 0.1644 +/-0.127 178.38 +/- 3.413 91.050 +/-19.77 
D3 3.4162 +/- 0.348 0.2881 +/- 0.279 33.255 +/- 5.138 236.59 +/- 7.113 
E2 10.770 +/- 0.892 -1.3373 +/- 0.607 158.25 +/- 3.013 63.108 +/- 4.503 
E4 2.0370 +/- 0.169 0.7084 +/- 0.160 153.15 +/- 4.822 12.068 +/- 5.342 

F3 4.9138 +/- 0.377 -1.9131 +/- 0.391 157.49 +/- 5.594 114.36 +/- 5.761 

Table 13 : Tidal Current Ellipse Information with a 95% Confidence Interval 
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